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Abstract

Great progress has been made in learning-based object detection methods in the last decade. Two-stage detectors often have higher detection accuracy than one-stage detectors, due to the use of region of interest (RoI) feature extractors which extract transformation-invariant RoI features for different RoI proposals, making refinement of bounding boxes and prediction of object categories more robust and accurate. However, previous RoI feature extractors can only extract invariant features under limited transformations. In this paper, we propose a novel RoI feature extractor, termed Semantic RoI Align (SRA), which is capable of extracting invariant RoI features under a variety of transformations for two-stage detectors. Specifically, we propose a semantic attention module to adaptively determine different sampling areas by leveraging the global and local semantic relationship within the RoI. We also propose a Dynamic Feature Sampler which dynamically samples features based on the RoI aspect ratio to enhance the efficiency of SRA, and a new position embedding, i.e., Area Embedding, to provide more accurate position information for SRA through an improved sampling area representation. Experiments show that our model significantly outperforms baseline models with slight computational overhead. In addition, it shows excellent generalization ability and can be used to improve performance with various state-of-the-art backbones and detection methods. The code is available at https://github.com/cxjyxxme/SemanticRoIAlign.

Introduction

As a fundamental computer vision task, object detection aims to locate and recognize objects of interest in input images. In the last decade, great progress has been made in learning-based object detection methods, making them widely useful in our daily uses, such as face recognition, text detection, pedestrian detection, among others.

Most existing detection methods can be grouped into two categories, i.e., one-stage detectors (Liu et al. 2016; Redmon et al. 2016) and two-stage detectors (Ren et al. 2015; He et al. 2017). One-stage detectors directly predict objects with a single neural network in an end-to-end manner. In contrast, two-stage detectors first propose a list of object proposals and then predict the proposals’ labels and refine bounding boxes with extracted RoI features of each proposal. RoI features provide better transformation-invariance for different proposal regions and using them can thus better refine bounding boxes and predict the category of each proposal in the second stage of a two-stage detector. In this paper, we mainly focus on improving the RoI feature extractor for two-stage detectors.

Similar objects may show great appearance differences in images due to different environmental conditions, object poses, etc., making detection difficult to be generalizeable under various transformations (Girshick 2015). Therefore,
many RoI feature extractors aim to extract transformation-invariant object features. RoI Pooling (Girshick 2015) is the pioneering work for RoI feature extraction, which pools features in a fixed number of sub-regions of the RoI and obtains scale-invariant features. RoI Align (He et al. 2017) further improves the positional accuracy of RoI Pooing via bilinear interpolation. RoI Transformer (Ding et al. 2019) extracts rotation-invariant features by rotating sampling positions with a regressive rotation angle. However, previous methods cannot extract invariant features for more complex transformations like perspective transformation and object pose transformation. Though there exist works like Deformable RoI Pooling (Dai et al. 2017; Zhu et al. 2019) that can extract invariant features under some complex transformations by adaptively adding a regressive offset to each sampling position, experiments show that it only achieves invariance under scaling transformation and cannot easily be extended to handle others such as rotation. This is because the sampling position offsets are regressed with convolutional networks, which need to be trained with transformed data (Krizhevsky, Sutskever, and Hinton 2012) and different transformations would require different kernels since the same position of a convolutional kernel may correspond to different object regions when the object is transformed under different transformations.

In this paper, we regard different transformations like perspective and pose transformations as being comprised of spatial transformations of different semantic parts, while also considering that high-level features of semantic regions are more stable under varying transformations. From this perspective, we propose a Semantic RoI Align (SRA) to extract transformation-invariant RoI features by sampling features from different semantic regions. RoI Pooling samples features at specific locations in a RoI. A limitation of such sampling can be seen from the example shown in Figure 1 (top row); the 4-th sampling location extracts features of the background in the red RoI, whereas that location extracts features of a player’s leg in the blue RoI. Such sampling loses invariance under pose transformations. In contrast, in our proposed SRA, we design a semantic attention module to obtain different semantic regions by leveraging the global and local semantic relationship within the RoI. Then we sample features from the semantic regions, and concatenate the sampled features as the RoI feature which is semantic-aware and transformation-invariant.

Since the computational efficiency of SRA determined by the feature sampling resolution, we propose a Dynamic Feature Sampler to dynamically sample features according to the aspect ratio of different RoIs, which speeds up SRA while minimizing the impact on accuracy. Furthermore, previous positional embedding methods (Zhao, Jia, and Koltun 2020) only encode information of the sampling center, which cannot accurately represent regional information. We thus propose a new positional embedding, namely Area Embedding, which embeds positions in a sampling area into a fixed-length vector, providing more accurate position information. SRA can replace the RoI feature extractor in most two-stage detectors and brings higher detection accuracy with a slight overhead in the number of network parameters and computation.

By using SRA as RoI feature extractor for Faster R-CNN (Ren et al. 2015), our method achieves 1.7% higher mAP in the COCO object detection task with only additional 0.2M parameters and 1.1% FLOPs compared to the baseline model. Meanwhile, it also exceeds other RoI feature extractors with less computational overhead. To verify the generalizability of SRA, we equip it to various state-of-the-art backbones and detection methods. Results show that SRA can consistently boost their detection accuracy.

In summary, our contributions are:

- a novel RoI feature extractor, i.e., Semantic RoI Align, which is able to extract transformation-invariant RoI features and can be plugged into most two-stage detectors to improve detection accuracy with little extra cost,
- a Dynamic Feature Sampler which makes SRA implementation efficient, and an Area Embedding which provides more comprehensive and accurate information of sampled positions.
- Extensive experiments that demonstrate the superiority of the SRA and its great generalizability to various state-of-the-art backbones and detection methods.

Related Work

Object Detection and RoI Feature Extractors

In recent years, deep learning techniques are dominant in object detection. Most deep object detection methods can be categorized into two types: one-stage detectors (Redmon et al. 2016) and two-stage detectors (Girshick 2015). Faster R-CNN (Ren et al. 2015) is a two-stage network with a Regional Proposal Network (RPN) predicting multiple RoI proposals; RoI features are then extracted by an RoI feature extractor to predict object bounding boxes and categories in the second-stage network. Mask R-CNN (He et al. 2017) proposed a general framework for object instance segmentation tasks. Dynamic head (Dai et al. 2021) proposed to use scale, spatial, and task-aware attention mechanisms to improve detection accuracy. RoI feature extractors are used to extract transform-invariant features in two-stage detectors, so that the second-stage network can refine the bounding boxes and predict object categories more accurately. RoI Pooling (Girshick 2015) performs scale-invariant feature extraction by dividing the RoI into a fixed number of bins, pooling the features in each bin, and concatenating them into a vector of fixed size. RoI Align (He et al. 2017) uses bilinear interpolation to more accurately extract features. RoI Transformer (Ding et al. 2019) extracts rotation-invariant features by correcting the extracted features using a learned rigid transformation supervised by ground-truth oriented bounding boxes. However, these methods only model features invariant to rigid transformations, while ignoring non-rigid transformations. Deformable RoI Pooling (Dai et al. 2017; Zhu et al. 2019) extracts features by adding a regressive offset to each sampling position of RoI Pooling. Our experiments show that it can only extract invariant features under scale transformation which could be due to its learning the regressive offset by convolution, making it hard to generalize to other
transformation. RoIAtn (Liang and Song 2022) proposes to enhance the RoI features by passing them through multiple self-attention layers. However, simply doing so is limited w.r.t. the ability to obtain invariant RoI features for two reasons: 1) performing self-attention on RoI Align extracted features has more limited flexibility than sampling on the original feature map, 2) the regression ability of typical self-attention is insufficient for identifying specific semantic regions under different transformations. Our SRA obtains different semantic regions with a novel semantic attention structure by leveraging the global and local semantic relationship within the RoI. We then sample the RoI features from the semantic regions, which makes it easy to achieve invariance under more diverse transformations, and thus obtain higher detection accuracy than existing methods.

Attention Mechanism

In computer vision, attention can be regarded as an adaptive process, which mimics the human visual system’s ability to focus on important regions. RAM (Mnih et al. 2014) is the pioneering work to introduce the attention concept in computer vision. After that, there have been some works (Hu, Shen, and Sun 2018; Zhao, Jia, and Koltun 2020) exploring the use of attention mechanisms for different computer vision tasks. Recently, transformer networks, which have achieved great success in natural language processing (Vaswani et al. 2017), are explored in computer vision adapted to image transformations, and thereby improving the transformation-invariance. Figure 3 visualizes partial semantic masks (left 5 columns) produced by our SRA for 3 RoIs (one for each row). The semantic samplings of SRA can sample on the same semantic parts for the object under different perspective transformations such as rotation (top and middle row) and object pose transformations (top row and bottom row), giving the extracted RoI feature better transformation-invariance, and thus being beneficial to bounding boxes regression and semantic labels prediction in the second-stage network.

The inputs of SRA are a feature map $F$ with shape $(C, H, W)$ where $C$, $H$ and $W$ represent the number of feature channels, height, and width of the feature map, respectively, and a list of RoI proposals $R = \{R_i\}$ where $R_i = \{x_{i,0}, y_{i,0}, \ldots, x_{i,1}, y_{i,1}\}$ indicates a bounding box in the feature map with $(x_{i,0}, y_{i,0})$ and $(x_{i,1}, y_{i,1})$ being the coordinates of the top left corner and the bottom right corner, respectively. For each RoI proposal $R_i$, SRA first exploits the Dynamic Feature Sampler to sample a feature map $F_i$ from the input feature map $F$ with the bounding box $R_i$. We then obtain $N$ semantic masks $m_i = \{m_{i,n}\}$, $1 \leq n \leq N$, which

Methodology

In this section, we will first introduce the general architecture of the proposed Semantic RoI Align (SRA). Next, we will detail how the semantic masks of SRA are obtained. We will then present a dynamic feature sampling method to dynamically sample features for SRA according to different RoI aspect ratios, which improves model accuracy and efficiency. Finally, the proposed Area Embedding is introduced to replace the previous position embedding, so as to provide more accurate position information for the model.

Semantic RoI Align

The pipeline of the proposed Semantic RoI Align (SRA) is shown in Figure 2. The SRA extracted RoI feature of an object consists of $N$ sub-features, each of which is sampled in a specific semantic region, making the sampling position adaptive to image transformations, and thereby improving the transformation-invariance. In Figure 3, we visualize partial semantic masks (left 5 columns) produced by our SRA for 3 RoI proposals (one for each row). The semantic samplings of SRA can sample on the same semantic parts for the object under different perspective transformations such as rotation (top row and middle row) and object pose transformations (top row and bottom row), giving the extracted RoI feature better transformation-invariance, and thus being beneficial to bounding boxes regression and semantic labels prediction in the second-stage network.
Obtaining Semantic Masks

Next, we will introduce how the semantic masks are estimated in the SRA.

The semantic part masks \( m_i \) for the input RoI proposal \( R_i \) and the sampled feature map \( f_i \) are estimated via the sub-mask regressors, each composed of two lots of Norm-ReLU-Linear, \([\cdot]\) means the concatenate operation, and \( s_l(:, j, k) \) represents the semantic feature in the position \((j, k)\). To achieve this, we want the transformed masks \( m'_{i,n}(j, k) \) to move to position \((j', k')\), the transformed masks \( m'_{i,n}(j', k') = \xi_n([d_i, s_l(:, j', k'])]) \) will have similar value with \( m_{i,n}(j, k) \), since the transformed \( d_i \) and \( s_l(:, j', k') \) are similar to \( d_i \) and \( s_l(:, j, k) \), respectively. This means the semantic masks transform accordingly with the transformation. We obtained \( s_l \) by performing a \( 1 \times 1 \) convolution on \( f_i \), and we explored various forms of the RoI Descriptor Regressor to obtain \( d_i \):

\[
\begin{align*}
- \text{Concatenation: } d_i &= \psi(\text{Flatten}(f_i)) \\
- \text{Maximum: } d_i &= \psi(\max_j w_{i,j} f_i(:, j)) \\
- \text{Average: } d_i &= \psi(\frac{1}{h_i \times w_i} \sum_j \sum_k f_i(:, j))
\end{align*}
\]

Here \( \psi \) is a linear layer with \( K \) output channels.

Sampling features based on semantic masks may cause the model to lose position information, which is important for the object detection task. We thus use a position embedding \( p_i \) (see (Zhao, Jia, and Koltun 2020)) to provide position information for the model, and use positional embedded \( m'_{i,n}(j, k) = \xi_n([d_i, s_l(:, j, k), p_i(:, j, k)]) \) instead of \( m_{i,n}(j, k) \). The \( p_i \) is obtained by performing a \( 1 \times 1 \) convolution with output channels of \( P \) on \( p'_i \), where \( p'_i \) with shape \((2, h_i, w_i)\) is the relative position of each position in the RoI, and is normalized to \([-1, 1]\):

\[
\begin{align*}
p'_i(1, j, k) &= j/h_i \times 2 - 1, \\
p'_i(2, j, k) &= k/w_i - 1.
\end{align*}
\]

The semantic masks \( m_i \) is then obtained by \( m_i = \text{softmax}(m'_{i,n} \cdot \gamma) \), where \( \gamma \) is an amplification factor that amplifies the backpropagation response of masks, and the softmax acts on the last two dimensions to ensure the sum of each mask to 1. Finally, the output RoI feature \( y_i \) is obtained by summing up elements of \( f_i \) weighted by the \( N \) semantic masks \( m_i \), as shown in Eq. 1.

Dynamic Feature Sampler

In SRA, the semantic masks \( m_i \) are estimated via the subsampled feature map \( f_i \), and thus the computational overhead of SRA is proportional to the input size of \( f_i \), i.e.
The size of feature map $f_i$ can be set to different values for different RoIs. A straightforward solution is to set the size to the original resolution of $R_i$. However, this would lead to a large computational cost for some large RoIs. Another way is to set the size to a fixed value. However, as shown in Figure 4(b), this may cause the aspect ratio of the region represented by each feature of $f_i$ to be inconsistent for different RoIs, and experiments show that this will lead to loss of accuracy. To balance sampling quality and computational efficiency, we propose a Dynamic Feature Sampler to select the size of $f_i$ for each proposal, which keeps the aspect ratio of each sub-sampled region close to 1, and has a limited size. Specifically, for each RoI $R_i$, we pick the size that has the closest aspect ratio to $R_i$ while not exceeding a maximal area $M$. Mathematically, this can be formulated as:

$$h_i, w_i = \arg \min_{(h', w') \in \mathbb{Z}^2} \frac{h'}{w'} \cdot \left| \frac{x_{i,1} - x_{i,0}}{y_{i,1} - y_{i,0}} \right| \quad \text{with } h', w' \leq M.$$ (5)

The sub-sampled feature map $F_i$ is then obtained by dividing $R_i$ region of $F$ into $h_i \times w_i$ blocks and averaging the feature values in each block. With the Dynamic Feature Sampler, our SRA yields a good performance with a small computational overhead.

### Area Embedding

In Eq. 4, we use position embedding of each grid center in the mask to provide sampling position information to the model. However, as shown in Figure 5(a), since we use a dynamic way to determine the size of the sub-sampled feature map, the same center position may represent different sampling areas. We thus propose Area Embedding to encode the sampled area of each point in the output feature with two fixed-length vectors, each representing both the position and the coverage on the horizontal and vertical axes. We set the length of this vector to $M$, which is the maximal number of samples per axis. For each point $(j, k) \in \mathbb{Z}^2$ sampled by SRA, we calculate $p_i'$ by:

$$p_i'(1 \cdots M, j, k) = \text{Upsample}(\text{OneHot}(j; h_i); M),$$

$$p_i'((M + 1) \cdots 2M, j, k) = \text{Upsample}(\text{OneHot}(k; w_i); M).$$ (6)

where the $\text{OneHot}(b; a)$ operator takes an integer $b$ less or equal to $a$ as input and produces the one hot embedding of $b$ within a vector of length $a$, and $\text{Upsample}(v; M)$ upsamples vector $v$ to a $M$-sized vector. The upsampling method can vary; in Figure 5, we use nearest sampling for convenience of illustration, while in our experiments we use linear sampling for higher accuracy. The Area Embedding provides the model more accurate sampling position information and experiments show that it improves the accuracy of the model.

### Experiments

We conduct our experiments on the MS COCO dataset (Lin et al. 2014), and use the train2017 for training and use the val2017 and the test2017 for testing. We report the standard COCO evaluation metrics including mean Average Precision (AP) under different Intersection over Union (IoU) thresholds and at different object scales, denoted as $AP$ for the object detection task and $AP_m$ for the instance segmentation task. Our model is implemented based on Jittor (Hu et al. 2020) and JDet\textsuperscript{1} library. The implementation details of our model are given in the supplementary material.

### Ablation Studies

We first conduct a series of ablation experiments to verify the effectiveness of each part of the proposed model. The ablation experiments are conducted on the object detection task using the MS COCO validation set. We couple our proposed feature extractor with Faster-RCNN using ResNet-50 as the backbone. RoI Align (He et al. 2017) is used as our baseline model, if not specifically mentioned.

\textsuperscript{1}https://github.com/Jittor/JDet
The Effectiveness of SRA. To verify the effectiveness of the proposed SRA, we replaced it with RoI Align and Modulated Deformable RoI Pooling (DRoIPooling) (Zhu et al. 2019). The results in Table 1 show that, our model outperforms the baseline model by 1.7% AP with a minor computational and parameters cost, and also outperforms the DRoIPooling by 1.3% AP with a much smaller model.

We also compared SRA with two other baselines, by performing some simple operations on the features extracted by RoI Align: applying a convolutional layer on the features to obtain the sampling masks and re-sampling the features with these masks (denoted as “w/ Conv.”), as well as directly passing the features through a standard multi-head self-attention layer (Vaswani et al. 2017) (denoted as “w/ SA”). The results in Table 1 show that our model achieves a gain of 2.8% and 1.6% in AP, respectively, with a smaller number of parameters and FLOPs. This improvement can be attributed to its enhanced capability in identifying consistent semantic parts across diverse transformations, leading to better transformation-invariance.

We also visualize some samplings of SRA, DRoIPooling, and “w/ SA” in Figure 3. Rows 1 & 2 together show how samplings respond to different transformations of the same object, while rows 1 & 3 together indicate how samplings respond to different objects of the same class. We found the sampling masks of SRA (columns 1 to 5) can be divided into two classes. The first class samples on different semantic parts. For example, columns 1-4 show the samples on the human’s feet, head, and body, and around the human, respectively. The second class of sampling is for positioning, which is only activated in certain positions. For example, the 5th column is only activated on the bottom position of the RoI. Our semantic samplings can sample on the same semantic parts for the object under different transformations, which gives the extracted RoI feature better transformation invariance. In comparison, the sampling locations of DRoIPooling (column 6 of Figure 3) are distributed mostly inside the object as the object transforms, however, they will not vary accordingly with object pose transformations. Taking 3 samplings (in column 6) as an example, in the top row and middle row, the circles numbered from 1 to 3 do not rotate with the object, which means DRoIPooling can not always achieve transformation-invariance under some complex transformations like rotation. Also, simply passing features through a self-attention layer (w/ SA, column 7 of Figure 3) cannot ensure sampling on the same semantic parts, thus failing to obtain transformation-invariant RoI features.

Structure of SRA and Area Embedding. We also conduct experiments to verify the effectiveness of different components in the SRA by controlling whether to concatenate the RoI descriptor (D), semantic feature map (S), and Area Embedding (A) when regressing the masks. The results are listed in Table 2. Comparing the last row with the 5th row in the table, our model with semantic feature map obtains a gain of 1.8% in AP, as our model determines the masks for sampling based on semantic features.
which makes the sampled features invariant under a variety of transformations, thus achieving better performance. We also tested our model with or without Area Embedding (8th row and 6th row respectively) and replaced the Area Embedding with position embedding (denoted as PE, 7th row). The results show that the model with AE obtains 2.8% higher AP than without AE, and 0.4% higher AP than with PE, which demonstrates AE can describe more accurately the sampling information of Dynamic Feature Sampler and provide better position information for the model.

### Choices of the RoI Descriptor Regressor
We tested various choices of the RoI Descriptor Regressor in Eq. 3, denoted as DR=Con., Max., and Avg., respectively, where the choice of concatenation is tested on the $8 \times 8$ fixed size feature sampler as it cannot be adapted to the Dynamic Feature Sampler. The results are shown in Table 3. Though the choice of DR=Con. shows slightly better performance than $8 \times 8$ fixed size feature sampler with the choice of average (38.8% AP in Table 5), considering that it cannot be adapted to the Dynamic Feature Sampler and will lead to a larger amount of calculation and more parameters, we finally use the average RoI Descriptor Regressor in our model.

### Parameters Setting
The number of masks $N$ determines the size of the RoI features extracted by our model. We tested different settings of $N$ (denoted as "$N = x"$) and compared them with the baseline model with different settings of RoI Align output size (denoted as "$\text{size} = x"$). The results in Table 4 show that, with the same RoI feature size (comparing the 1st row with the 5th row, the 2nd row with the 6th row, etc.), our model has a 1.4%-1.9% higher AP, which proves that the transformation-invariant features extracted by our model contain richer information under the same feature length and are more conducive to object detection. Considering the balance between model parameters and accuracy, we finally set $N = 49$. We also tested different settings of the amplification factor $\gamma$, denoted as "$\gamma = x"$ in Table 3. Results show that setting it to an appropriate value is beneficial to the regression of the semantic mask, so we set $\gamma = 50$ according to the experiment.

### Dynamic Feature Sampler
To evaluate the effectiveness of the Dynamic Feature Sampler, we compared $8 \times 8$ fixed size feature sampler (denoted as fixed) with Dynamic Feature Sampler ($M = 128$), which has the same number of average samplings and similar FLOPs. As shown in the 1st and 4th row of Table 5, the Dynamic Feature Sampler obtained better results as its sub-sampled feature represented region has a more consistent aspect ratio. We also tested different dynamic feature map size limit $M$. A larger $M$ brings a higher feature sampling resolution. In general, the accuracy increases with the increment in the resolution; however, the accuracy improvement brought by the increase in sampling resolution is limited by the resolution of the original feature map, and will gradually tend to zero. So, we choose $M = 128$ based on the experiment.

### Comparison with Other Methods
We also compared our model with other methods on the COCO test set. We first compared ours with different RoI feature extractors: RoI Pooling (Girshick 2015), RoI Align (He et al. 2017), Adaptive RoI Align (Jung et al. 2018), Precise RoI Align (Jiang et al. 2018), DROIPooling (Zhu et al. 2019), and RoIAttn (Liang and Song 2022) on Faster R-CNN with ResNet50 as backbone, trained for 12 epochs. The results are shown in Table 6. One can see that our model achieves the best performance. In particular, compared to the RoIAttn which incorporates several self-attention layers on the RoI Align extracted feature, our model obtains 1.2% higher AP. The results demonstrate the advantage of our SRA method for extracting RoI features that are invariant to more types of transformations.

To verify the generalizability of our method, we also examined the performance gain by using SRA across different detection methods and backbones. Please refer to the supplementary material for more details. Our model improves the accuracy of various detection methods and backbone networks, demonstrating the generalizability of our model.

### Conclusions
In this paper, we proposed SRA, a transformation-invariant RoI feature extractor. It regresses semantic masks based on a novel semantic attention structure, and obtains RoI features by sampling the feature map with these semantic masks, making it invariant under more diverse transformations. We further proposed the Dynamic Feature Sampler to speed up the process while minimizing the impact on accuracy, and proposed Area Embedding to provide more accurate sampling area information. Benefiting from the capability and generalizability of SRA, experiments show that its utilization can bring significant performance improvement to various baselines and state-of-the-art models with a small computational and parameter overhead.
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