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Abstract

Multi-camera perception tasks have gained significant attention in the field of autonomous driving. However, existing frameworks based on Lift-Splat-Shoot (LSS) in the multi-camera setting cannot produce suitable dense 3D features due to the projection nature and uncontrollable densification process. To resolve this problem, we propose to regulate intermediate dense 3D features with the help of volume rendering. Specifically, we employ volume rendering to process the dense 3D features to obtain corresponding 2D features (e.g., depth maps, semantic maps), which are supervised by associated labels in the training. This manner regulates the generation of dense 3D features on the feature level, providing appropriate dense and unified features for multiple perception tasks. Therefore, our approach is termed Vampire, stands for “Volume rendering As Multi-camera Perception Intermediate feature REgulator”. Experimental results on the Occ3D and nuScenes datasets demonstrate that Vampire facilitates fine-grained and appropriate extraction of dense 3D features, and is competitive with existing SOTA methods across diverse downstream perception tasks like 3D occupancy prediction, LiDAR segmentation and 3D objection detection, while utilizing moderate GPU resources. We provide a video demonstration in the supplementary materials and Codes are available at github.com/cskkxjk/Vampire.

Introduction

Vision-centric 3D surrounding perception plays an important role in modern autonomous driving and robotics due to its convenience and board applicability for downstream tasks. Vision-based perception frameworks can be broadly categorized into two paradigms (Li et al. 2023): backward projection (or Transformer-based (Li et al. 2022a)) and forward projection (or LSS-based, as it originates from the concept of “Lift, Splat, Shoot” (Philion and Fidler 2020)).

Backward projection / Transformer-based approaches set 3D points in 3D space or BEV plane and then projects these points back onto the 2D image. This procedure allows each predefined 3D or BEV position to obtain corresponding image features. Transformer (Vaswani et al. 2017) architectures are widely used in this paradigm to aggregate information from image features, generating task-specific features tailored to meet the objectives (Li et al. 2022c; Huang et al. 2023; Wei et al. 2023; Zhang, Zhu, and Du 2023; Zhou and Krähenbühl 2022; Liu et al. 2022a,b). When demonstrating promising performance on various perception tasks such as 3D object detection (Li et al. 2022c; Liu et al. 2022a), BEV map segmentation (Li et al. 2022c; Liu et al. 2022b) and 3D occupancy prediction (Huang et al. 2023; Wei et al. 2023; Zhang, Zhu, and Du 2023), they require substantial GPU memory to support the interaction between task queries and image features (Zhang et al. 2022).

In contrast, forward projection / LSS-based methods project 2D image features onto the 3D space, incorporating per-pixel depth estimation. They rely on implicit (Philion and Fidler 2020; Hu et al. 2021) or explicit (Li et al. 2022b,a; Huang et al. 2021) depth estimation to elevate image features to the 3D space, acquiring intermediate feature representations such as BEV or 3D voxel representation for task-specific heads. This paradigm is effective for object-level perception tasks, e.g., 3D object detection, but struggles with dense point / grid-level perception tasks, e.g., 3D occupancy prediction. Using estimated per-pixel depth and camera calibrations, these methods position 2D features at the foremost visible surface of objects in the 3D space, leading to sparse 3D features.

An intuitive resolution would be to densify the sparse 3D features using a feature inpainting module. This enables the model to guess and inpaint the empty regions based on
known sparse features and produce dense 3D features. However, this naive manner is uncontrollable due to the lack of regulations, and could cause some kind of “overgeneration”, which means that features may be generated at the wrong places and violate the geometry constraints. Here the question arises: how to find decent regulations in favor of appropriate dense 3D feature extraction?

We resort to employing occupancy to model the 3D feature space in a unified manner. Occupancy is an ideal dense 3D representation due to its fine-grained information and universality in different tasks (Huang et al. 2023; Tian et al. 2023; Sima et al. 2023). We observe that there is an analogy between the occupancy and the volume density in the implicit scene representation NeRF (Mildenhall et al. 2021; Barron et al. 2021), as they both describe whether a space is occupied. This observation motivates us to employ additional information from the 2D space to implicitly regulate our intermediate 3D features, as NeRF does.

To this end, we incorporate volume rendering (Max 1995) as a regulator for the intermediate 3D feature space (see Figure 1). Specifically, we map image features to 3D voxel space following the LSS scheme (Philion and Fidler 2020), and employ a 3D hourglass-like design (Chang and Chen 2018) as the sparse feature inpainting. The resulting dense intermediate 3D features are then used to generate feature volumes (density, semantic) for volume rendering. We supervise the rendered depth maps and semantic maps with LiDAR projected ground-truth labels under both camera views and bird’s-eye-view. In this way, we employ simple 2D supervisions to regulate dense intermediate 3D features, which ensures our sparse feature inpainting to generate unreasonable 3D features that could violate their 2D correspondences. We term the entire framework as Vampire, stands for taking volume rendering as a regulator for intermediate features in multi-camera perception. We provide the overview design in Figure 1.

We perform experiments on various multi-camera perception tasks, including 3D occupancy prediction (Tian et al. 2023), image-based LiDAR segmentation on the competitive nuScenes dataset (Caesar et al. 2020), and we also assess whether the regulated 3D features continue to exhibit effectiveness for the 3D object detection.

The contributions of this work are summarized as follows:

- We provide a new outlook on intermediate features for vision-centric perception tasks, drawing connections between the occupancy in autonomous driving and volume density in NeRF.
- We introduce Vampire, a multi-camera perception framework. The key component lies in using volume rendering as a regulator for dense intermediate 3D features. As such, different perception tasks benefit from the regulated intermediate features.
- We demonstrate that our method can handle several perception tasks in a single forward pass with moderate computational resources. The single Vampire model that consumes limited GPU memory (12GB per device) for training is comparable with other existing SOTAs across multiple perception tasks (3D occupancy prediction, image-based LiDAR segmentation and 3D objection detection).

Related Work
Multicamera 3D Perception

3D object detection is a classic and longstanding 3D perception task. In multi-camera setting, various attempts (Philion and Fidler 2020; Li et al. 2022c; Huang et al. 2021; Li et al. 2022b) have been proposed for detecting objects in the bird’s-eye-view (BEV) representations which collapse the height dimension of 3D space to achieve a balance between accuracy and efficiency. LSS (Philion and Fidler 2020) and its follow-ups (Huang et al. 2021; Li et al. 2022b,a) first estimate implicit or explicit per-pixel depth distributions to back-project the 2D image features into 3D space, then use the pooling operation or height compression to generate BEV features. Others take advantage of Transformer (Vaswani et al. 2017) and use learnable object-level queries to directly predict 3D bounding boxes (Wang et al. 2022; Liu et al. 2022a,b) or position-aware queries to produce BEV features (Li et al. 2022c; Zhou and Krähenbühl 2022). However, there are innumerable rigid and nonrigid objects with various structures and shapes in the real-world autonomous driving, which cannot be handled by classic 3D object detection. An alternative is to assign occupancy states to every spatial region within the perceptive range (Tesla 2022), namely, 3D occupancy prediction. Unlike LiDAR segmentation (Fong et al. 2022) which is designed for sparse scanned LiDAR points, the occupancy prediction task aims to achieve dense 3D surrounding perception. This area haven’t been thoroughly explored yet, only a few works use transformer-based designs to deal with it. TPVFormer (Huang et al. 2023) proposes to use tri-perspective view (TPV) grid queries to interact with image features and get reasonable occupancy prediction results to describe the 3D scene. SurroundOcc (Wei et al. 2023) builds 3D volume queries to reserve 3D space information. CONet (Wang et al. 2023) and SurroundOcc (Wei et al. 2023) both generate dense occupancy labels for better prediction performance. OccFormer (Zhang, Zhu, and Du 2023) use a dual-path transformer network to get fine-grained 3D volume features. Occ3D (Tian et al. 2023) and OccNet (Sima et al. 2023) label the original nuScenes dataset to get occupancy data at different scopes. In this paper, we advocate to regulate the dense 3D features to achieve better perception.

Scene Representation Learning

Effective 3D scene representation is the core of autonomous driving perception. Voxel-based scene representations turn the 3D space into discretized voxels which is usually adopted by LiDAR segmentation (Ye et al. 2022, 2021; Zhu et al. 2021), 3D scene completion (Cao and de Charette 2022; Chen et al. 2020; Roldao, de Charette, and Verroust-Blondet 2020) and 3D occupancy prediction (Wang et al. 2023). BEV-based scene representations collapse 3D features onto the Bird’s Eye View (BEV) plane and achieve a good balance between accuracy and efficiency. They show its effectiveness in 3D object detection (Li et al. 2022c; Huang et al. 2021; Li et al. 2022b,a; Zhang et al. 2022) and BEV segmentation (Philion and Fidler 2020; Li et al. 2022c; Hu et al. 2021; Xie et al. 2022) but are not applicable.
Figure 2: Framework of Vampire. We extract the 2D image features from multi-view images, and transform the 2D features to 3D volume space to generate sparse intermediate 3D features. Inpainting techniques are then applied to obtain dense intermediate features. Density volume and semantic volume are generated by forwarding the dense features with specific heads. Specifically, in the training stage, we regulate intermediate features by constructing loss between ground truth and volume rendered images. The dense features and volumes can be used for various downstream tasks such as 3D occupancy prediction, image-based LiDAR segmentation, and 3D object detection. Please note that for the image-based LiDAR segmentation task, we do not use point clouds as input but employ its evaluation protocol (Huang et al. 2023; Wei et al. 2023; Sima et al. 2023). The point clouds serve as point queries to extract features for training supervision and evaluation.

As far as we know, very limited researches have explored on combining implicit scene representations with existing representations in autonomous driving. Tesla (Tesla 2022) firstly discusses the similarity between scene occupancy and NeRF (Mildenhall et al. 2021) but it concentrates on using volume rendering to train the occupancy representation for scene reconstruction. A recent related work is (Gan et al. 2023), which adopts similar idea to consider the occupancy the same as volume density and use volume rendering for better depth estimation. Their models use parameter-free back projection to map 2D image features to 3D volume and aggregates the 3D features with corresponding position embeddings to predict volume density and render the depth maps. Most related to ours is the model of (Pan et al. 2023), which shares the same spirit and adopts rendering-based supervision as us. This model is very similar to Vampire, but our work goes further to demonstrate that such volume-rendering-assisted perception framework benefits multiple perception tasks and achieves competitive results with state-of-the-art approaches.

Methodology

Overview

The overall framework is illustrated in Figure 2. Vampire consists of three stages: 2D-to-3D Transformation, Sparse Feature Inpainting and Intermediate Feature Regulating. The surrounding multi-camera images are first passed to 2D image backbone to extract 2D image features. In 2D-to-3D transformation stage, the 2D image features are transformed from 2D image space to the 3D volume space. We follow the LSS scheme (Philion and Fidler 2020; Li et al. 2022b,a; Huang et al. 2021) to perform the feature mapping along depth dimension. To overcome the 3D feature sparsity of LSS transformation, we take a 3D hourglass net (Chang and Chen 2018) as feature inpaintor to conduct the sparse feature inpainting and generate dense intermediate 3D features. The final volume features (semantic volume and density volume) can be obtained by forwarding the dense intermediate 3D features with specific heads. In intermediate feature regulating stage, we sample points along the ray from camera views or BEV view and get corresponding features for rendering, the rendered images and feature maps are used to construct losses to regulate the intermediate features.

2D-to-3D Transformation

We adopt LSS paradigm (Philion and Fidler 2020) to transform 2D image features to 3D features. LSS-based transformations do not generate redundant features like parameter-
free transformations (Cheng, Wang, and Fragkiadaki 2018; Sitzmann et al. 2019; Harley et al. 2019, 2022) and are more effective than transformer-based transformations (Li et al. 2022c; Huang et al. 2023; Wei et al. 2023). We use two simple 1-layer 2D convolution neural network (CNN) to conduct this process. The first one is used to predict categorical depth distribution with softmax activation, and the second one is used to lower the dimension of image features to meet our device constraints. These two CNNs work together to map image features along depth axis, and we do not explicitly supervise this mapping process with depth labels. In this way, 2D image features are placed at the front visible surface for any certain pixels.

**Sparse Feature Inpainting**

The aforementioned 2D-to-3D transformation produce sparse intermediate 3D features, and such sparsity is not appropriate for dense prediction tasks like occupancy prediction. To overcome this limitation, we draw inspiration from classic image inpainting (Liu et al. 2018; He et al. 2022) and use a 3D hourglass-like design (Chang and Chen 2018) to inpaint the sparse intermediate 3D features \(V_{\text{sparse}}\) and generate dense intermediate 3D features \(V_{\text{dense}}\). Please refer to supplementary materials for network architecture details.

**Intermediate Feature Regulating**

In this stage, we use the dense intermediate 3D features \(V_{\text{dense}}\) to produce two volumetrically 3D features – density volume \(V_{\text{density}}\), semantic volume \(V_{\text{semantic}}\). Different from (Mildenhall et al. 2021), we adopt the SDF (Signed Distance Function) to model the volume density \(\sigma\) to facilitate the trilinear interpolation during grid sampling. Specifically, we predict the signed distance volume \(V_{\text{ sdf}}\) where each value in a position in this volume represents its distance to its nearest surface. Then we transform the signed distance volume \(V_{\text{ sdf}}\) to density volume \(V_{\text{ density}}\) by applying transformation function. We use the same transformation function as (Yariv et al. 2021):

\[
\begin{align*}
V_{\text{density}} &= \alpha \Psi_{\beta}(V_{\text{ sdf}}), \\
\Psi_{\beta}(s) &= \begin{cases} 
\frac{1}{\beta} \exp\left(\frac{s}{\beta}\right) & \text{if } s \leq 0 \\
1 - \frac{1}{\beta} \exp\left(-\frac{s}{\beta}\right) & \text{if } s > 0
\end{cases} 
\end{align*}
\]

where \(\alpha, \beta > 0\) are learnable parameters and \(\Psi_{\beta}\) is the cumulative distribution function of the Laplace distribution with zero mean and \(\beta\) scale, \(s\) is the predicted signed distance at coordinate \(x\). For a coordinate \(x\) in range of interest, we can get its feature embeddings including volume density \(\sigma(x)\) and semantic logits \(s(x)\) by grid sampling \(G(\cdot, x)\) in these 3D volume features.

\[
\sigma(x) = G(V_{\text{density}}, x), \quad s(x) = G(V_{\text{semantic}}, x)
\]

To compute the depth and semantics of a single pixel, we adopt similar techniques as (Zhi et al. 2021; Kerr et al. 2023) to accumulate feature embeddings along a ray \(\vec{r} = \vec{o}_i + t\vec{d}_i\).

The rendering weights are calculated by:

\[
w(t) = \int_t^\infty T(t)\sigma(t)dt, \\
T(t) = \exp\left(\int_t^\infty (-\sigma(c))dc\right)
\]

So the rendered feature embeddings are:

\[
D(r) = \int_t w(t)r(t)dt, \quad S(r) = \int_t w(t)s(r(t))dt
\]

In Vampire, we conduct volume rendering in both camera view and bird’s eye view.

**Camera View.** For camera view, we render depth and semantic maps to achieve the supervision from 2D space. To render a pixel, we cast a ray from the camera center through the pixel. We sample \(n\) depth value \(\{z_i| i = 1, ..., n\}\) for a pixel \([u, v]^T\) and use known camera calibration to back-project the pixel to several 3D points \(x_i \in \{[x_i, y_i, z_i]^T|i = 1, ..., n\}\). The corresponding volume densities and semantic logits are obtained by Equation 2, and the depth and semantic maps can be calculated by Equation 4.

**Bird’s Eye View.** Different from rendering in camera view, we do not need camera calibration under bird’s-eye-view. Instead, we render directly from the top-down height axis to obtain the BEV height maps and BEV semantic maps. See Figure 3 for reference.

Figure 3: Rendering operations in Intermediate Feature regulating stage. For the camera view, the semantic and depth map are rendered by casting rays from the camera center through each pixel. Several 3D points are sampled along the ray to calculate density and semantic values. For the bird’s-eye-view, the semantic and height map are rendered directly from the top-down height axis.

**Optimization**

**Depth Consistency Loss.** We enforce consistency between the rendered depth (or height) \(D\) and the ground-truth cam-
era depth (or BEV height) \( \tilde{D} \).

\[
\mathcal{L}_{\text{dep}} = \frac{1}{N_{\text{valid}}} \sum_{i=1}^{N_{c,\text{valid}}} \text{Smooth}_{L_1}(D_{i}^{c} - D_{i}^{c}) + \frac{1}{N_{b,\text{valid}}} \sum_{i=1}^{N_{b,\text{valid}}} \text{Smooth}_{L_1}(D_{b}^{b} - \tilde{D}_{b}^{b})
\] (5)

**Semantic Consistency Loss.** Similarly, we impose consistency on the volume-rendered semantic logits \( S^{c} \) and the ground-truth semantic label \( S^{c} \), we employ both cross entropy (CE) loss and lovasz-softmax (LS) loss:

\[
\mathcal{L}_{\text{sem}} = \frac{1}{N_{c,\text{valid}}} \sum_{i=1}^{N_{c,\text{valid}}} \left( \text{CE}(S_{i}^{c}, \tilde{S}_{i}^{c}) + \text{LS}(S_{i}^{c}, \tilde{S}_{i}^{c}) \right) + \frac{1}{N_{b,\text{valid}}} \sum_{i=1}^{N_{b,\text{valid}}} \left( \text{CE}(S_{i}^{b}, \tilde{S}_{i}^{b}) + \text{LS}(S_{i}^{b}, \tilde{S}_{i}^{b}) \right)
\] (6)

where \( N_{c,\text{valid}} \) is the number of pixels with ground-truth depth for all cameras (obtained by projecting the sparse LiDAR points to current camera image plane). \( N_{b,\text{valid}} \) is the number of pixels with ground-truth height in the range of BEV. \( D^{c} \) and \( S^{c} \) are the ground-truth depths and semantic labels obtained by projecting the sparse LiDAR points to the current camera image plane. For BEV, we get the ground-truth label \( D^{b} \) and \( S^{b} \) by projecting the LiDAR points to the grounding plane and taking the height and semantic label of the highest point for a pixel in BEV map.

The overall loss we use to regulate our intermediate 3D features is:

\[
\mathcal{L}_{\text{reg}} = \lambda_{\text{dep}} \mathcal{L}_{\text{dep}} + \lambda_{\text{sem}} \mathcal{L}_{\text{sem}}
\] (7)

where \( \lambda_{\text{dep}}, \lambda_{\text{sem}} \) are fixed loss weights. We empirically set all weights to 1 by default.

**Applications of Vampire Features**

We follow the existing scheme (Huang et al. 2023; Li et al. 2022b) to use our regulated intermediate features.

**3D occupancy prediction.** The 3D occupancy prediction task usually covers a certain range of scene, thus we voxelize the interested scene range and conduct grid sampling from our predicted semantic volume \( V_{\text{semantic}} \) with these voxel center coordinates. We use the output semantic logits to represent the semantic occupancy for each voxel.

**LiDAR segmentation.** Different from traditional LiDAR segmentation task, our model consumes purely RGB images to perceive 3D surroundings rather than LiDAR point cloud. To conduct LiDAR segmentation, we use LiDAR point clouds as point queries to get the corresponding semantic logits from semantic volume \( V_{\text{semantic}} \).

**3D object detection.** We adopt a tanh function to scale the density volume \( V_{\text{density}} \) to the range of \([0, 1]\) and then use it to enhance dense 3D intermediate features \( V_{\text{dense}} \). We collapse the height dimension and use a linear layer to squeeze the feature dimension:

\[
F_{\text{BEV}} = \mathcal{HC}(V_{\text{dense}} \cdot \text{tanh}(V_{\text{density}}))
\] (8)

Where \( HC \) stands for “height compression”, which collapses the height dimension of 3D features then squeeze the feature dimension with a linear layer to get the final BEV shape features \( F_{\text{BEV}} \) for detection. \( F_{\text{BEV}} \) is then fed into the detection head to obtain final detection results. For simplicity, we adopt the detection head of BEVDet (Li et al. 2022b) to produce 3D object detection results.

**Experiments**

To evaluate the proposed method, we benchmark Vampire on challenging public autonomous driving datasets nuScenes (Caesar et al. 2020) and its variants (Tian et al. 2023; Fong et al. 2022).

**Datasets.** The nuScenes dataset contains 1000 scenes of 20 seconds duration each, and the key samples are annotated at 2Hz. Each sample consists of RGB images from 6 surrounding cameras with 360° horizontal FOV and point cloud data from 32 beams LiDAR. The total of 1000 scenes are officially divided into training, validation and test splits with 700, 150 and 150 scenes, respectively. Occ3D-nuScenes (Tian et al. 2023) contains 700 training scenes and 150 validation scenes. The occupancy scope is defined as \([-1.0, 5.4] \times [-40.0, 40.0] \times [-40.0, 40.0](meter)\) with a voxel size of 0.4-meter.

**Implementation details.** Our implementation is based on official repository of BEVDet (Li et al. 2022b). We use ResNet-50 (He et al. 2016) as image backbone and the image resolution of 256 × 704 to meet our computational resources. For the inpainting network, we adopt a hourglass-like architecture (further details are provided in our supplementary materials). The intermediate 3D feature resolutions are 20 × 256 × 256 corresponding to the range of \([-3.0, 5.0] \times [-51.2, 51.2] \times [-51.2, 51.2](meter)\) and the 3D feature dimension are set to 16 by default. We use AdamW as an optimizer with a learning rate set to 2e-4 and weight decay as 1e-7. All models are trained for 24 epochs with a total batch size of 8 on 8 3080Ti GPUs (12GB).

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Image Size</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>MonoScene (2023)</td>
<td>Effi.NetB7</td>
<td>900×1600</td>
<td>6.1</td>
</tr>
<tr>
<td>BEVDet (2023)</td>
<td>R101</td>
<td>900×1600</td>
<td>19.4</td>
</tr>
<tr>
<td>OccFormer (2023)</td>
<td></td>
<td></td>
<td>21.9</td>
</tr>
<tr>
<td>BEVFormer (2023)</td>
<td></td>
<td></td>
<td>26.9</td>
</tr>
<tr>
<td>TPVFormer (2023)</td>
<td></td>
<td></td>
<td>27.8</td>
</tr>
<tr>
<td>CTF-Occ (2023)</td>
<td></td>
<td></td>
<td><strong>28.5</strong></td>
</tr>
<tr>
<td>UniOcc (2023)</td>
<td>R50</td>
<td>256×704</td>
<td>22.0</td>
</tr>
<tr>
<td><strong>Vampire (ours)</strong></td>
<td>R50</td>
<td>256×704</td>
<td><strong>28.3</strong></td>
</tr>
</tbody>
</table>

Table 1: 3D occupancy prediction results on Occ3D-nuScenes. “Effi.NetB7” stands for EfficientNetB7. We obtain the values of other methods from the benchmark paper (Tian et al. 2023). We use bold to indicate the highest result and underline for the second-best result. Despite image backbone and input size differences, Vampire achieves comparable performance with state-of-the-art methods.
Table 2: LiDAR segmentation results on Panoptic nuScenes (Fong et al. 2022) validation set. We obtain the values of baselines from their respective papers. Mark † indicates methods trained without direct LiDAR supervision but only occupancy semantic labels.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Image Size</th>
<th>mIoU ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEVFormer (2023)</td>
<td>R101</td>
<td>900×1600</td>
<td>56.2</td>
</tr>
<tr>
<td>TPVFormer (2023)</td>
<td>R101</td>
<td>900×1600</td>
<td>68.9</td>
</tr>
<tr>
<td>TPVFormer† (2023)</td>
<td>R101</td>
<td>450×800</td>
<td>59.3</td>
</tr>
<tr>
<td>OccNet† (2023)</td>
<td>R50</td>
<td>900×1600</td>
<td>53.0</td>
</tr>
<tr>
<td>Vampire ours</td>
<td></td>
<td>256×704</td>
<td>66.4</td>
</tr>
<tr>
<td>Vampire (ours) †</td>
<td></td>
<td>256×704</td>
<td>62.2</td>
</tr>
</tbody>
</table>

3D Occupancy Prediction

We compare Vampire with previous state-of-the-art methods on the 3D occupancy prediction task in Table 1. These baseline methods including two main-stream BEV models – BEVDet (Huang et al. 2021), BEVFormer (Li et al. 2022c) and five existing 3D occupancy prediction methods – MonoScene (Cao and de Charette 2022), TPVFormer (Huang et al. 2023), OccFormer (Zhang, Zhu, and Du 2023), UniOcc (Pan et al. 2023), and CTF-Occ (Tian et al. 2023). It can be observed that our method achieves comparable performance with these methods under the mIoU metric. Our Vampire surpasses OccFormer / BEVFormer / TPVFormer by 6.4 / 1.4 / 0.5 mIoU. Although Vampire has a lower mIoU than CTF-Occ (28.3 v.s. 28.5), it is still promising since our method adopts a relatively weak image backbone ResNet-50 and lower input image resolution (256 × 704).

LiDAR Segmentation

We compare Vampire with existing image-based LiDAR segmentation methods in Table 2. These baseline methods including BEVFormer (Li et al. 2022c), TPVFormer (Huang et al. 2023) and OccNet (Sima et al. 2023). In the inference stage, we predict the semantic labels for given points in the LiDAR segmentation task. Vampire surpasses the SOTA model TPVFormer (Huang et al. 2023) with the same backbone in terms of mIoU (66.4 v.s. 59.3), but a little lower (-2.5) compared to TPVFormer-R101. Even without direct 3D LiDAR supervision, Vampire can outperform OccNet (Sima et al. 2023) models with different backbones respectively by 9.2 and 1.7 points in mIoU.

3D Object Detection

We conduct 3D object detection experiments on nuScenes validation set. The intention is to verify whether the regulated 3D features can still qualify for 3D detection task. We choose several main-stream 3D object detection baselines including BEVFormer (Li et al. 2022c), BEVDet (Huang et al. 2021) and BEVDepth (Li et al. 2022b). For fair comparisons, we report the baseline values under the setting of ResNet-50 backbone and without temporal fusion techniques. We also choose three baselines provided by (Sima et al. 2023) which conducts joint training of occupancy prediction and 3D detection task like us. As shown in Table 3, comparing to normal 3D object detection methods, Vampire surpasses BEVFormer and BEVDet in mAP (0.301 v.s. 0.286), but lower in NDS (0.354 v.s. 0.372). This could be attributed to negative transfer (Pan and Yang 2009) in joint training of multi-task. BEVDepth reports the value with EMA technique and a large batch size of 64, thus we attribute the performance gap to that. For joint training baselines, Vampire achieves a significantly higher mAP (0.301 v.s. 0.277), but has a gap on the metric of NDS (0.354 v.s. 0.390) and the metric of mean Average Velocity Error (0.541 v.s. 1.043). To summarize, Vampire can perceive the geometry details of 3D surroundings but less sensitive with object velocity. It is because the baseline methods are trained by occupancy data with additional flow annotation (occupancy velocity), which can significantly improve their performance to perceive object speed.

Ablation Studies

Architectural components. We conduct an ablation study on network structures and the proposed losses under the multi-task setting in Table 4. For 3D occupancy prediction task and LiDAR segmentation task, we report the mIoU. For 3D object detection task, we report the NDS. As a parameter-free method, Bilinear (Harley et al. 2022) can produce dense 3D features in the simplest way but also cause massive features generated at the wrong 3D spaces, resulting in poor performances in all three tasks. The LSS baseline produces sparse 3D intermediate features, which can handle object detection, but fails to handle dense prediction tasks (e.g., occupancy prediction). When employing the feature inpainter, dense point / grid level tasks (i.e., occupancy and segmentation) obtain significant improvements. The regulation of depth $\mathcal{L}_{dep}$ improves the occupancy prediction, but

<table>
<thead>
<tr>
<th>Trans.</th>
<th>Inp.</th>
<th>$\mathcal{L}_{\text{dep}}$</th>
<th>$\mathcal{L}_{\text{sem}}$</th>
<th>Occ.↑</th>
<th>Seg.↑</th>
<th>Det.↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear</td>
<td></td>
<td>21.3</td>
<td>21.9</td>
<td>23.8</td>
<td>24.9</td>
<td>25.8</td>
</tr>
<tr>
<td>LSS</td>
<td></td>
<td>21.9</td>
<td>23.8</td>
<td>60.1</td>
<td>59.6</td>
<td>62.6</td>
</tr>
<tr>
<td>LSS ✓</td>
<td></td>
<td>21.9</td>
<td>✓</td>
<td>60.1</td>
<td>59.6</td>
<td>62.6</td>
</tr>
<tr>
<td>LSS ✓ ✓</td>
<td></td>
<td>21.9</td>
<td>✓ ✓</td>
<td>60.1</td>
<td>59.6</td>
<td>62.6</td>
</tr>
<tr>
<td>LSS ✓ ✓ ✓</td>
<td></td>
<td>21.9</td>
<td>✓ ✓ ✓</td>
<td>60.1</td>
<td>59.6</td>
<td>62.6</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Camera.</th>
<th>BEV.</th>
<th>Occ.↑</th>
<th>Seg.↑</th>
<th>Det.↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td></td>
<td>24.6</td>
<td>61.9</td>
<td>0.303</td>
</tr>
<tr>
<td>✓ ✓</td>
<td></td>
<td>24.9</td>
<td>60.0</td>
<td>0.315</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td></td>
<td>25.8</td>
<td>62.6</td>
<td>0.318</td>
</tr>
</tbody>
</table>

Ablation study for network structures and losses. “Trans.” stands for 2D-to-3D transformation. “Inp.” stands for sparse feature inpainting. “Occ.” represents 3D occupancy prediction, “Seg.” refers to LiDAR segmentation, “Det.” denotes 3D object detection. Bilinear $\mathcal{L}_{\text{dep}}$ improves the performance by 0.301, LSS $\mathcal{L}_{\text{dep}}$ improves the performance by 0.318, and LSS ✓ $\mathcal{L}_{\text{dep}}$ improves the performance by 0.316. LSS ✓ ✓ $\mathcal{L}_{\text{dep}}$ improves the performance by 0.309, and LSS ✓ ✓ ✓ $\mathcal{L}_{\text{dep}}$ improves the performance by 0.318.


Supervision of different views. We provide the ablation experiments for both views. As shown in Table 5, LiDAR segmentation is more relevant with the supervision from camera view and 3D object detection is more sensitive to the supervision of BEV view. The camera view supervision can provide fine-grained geometry information which facilitates the LiDAR segmentation. However, the upper parts of camera view has very few LiDAR points for supervision (no LiDAR in the sky), thus the upper parts of density and semantic volumes are out of control. This could explain the degradation of detection performance when only supervising the camera view. BEV view can provide extra information and squeezing the upper parts of $V_{\text{density}}/V_{\text{semantic}}$ to meet their highest surface, such occlusion information is invisible in camera views and can restrain the degradation of detection.

Efficiency Analysis

In Table 6, we compare the inference latency and memory of several methods. We find that the computational resources used in our methods are moderate. This makes the method practical and easy to use for the community.

Qualitative Results

![Visualizations of rendered results. The effectiveness of $\mathcal{L}_{\text{dep}}$ can be verified by Figure 4b, $\mathcal{L}_{\text{dep}}$ imposes constraints for learning reasonable 3D geometry information. The effectiveness of $\mathcal{L}_{\text{sem}}$ can be verified by Figure 4c, semantic regulation provides significant improvements in generating dense and meaningful features.](image)

Conclusion

In this paper, we explore the connections between space occupancy in autonomous driving and volume density in NeRF, and propose a novel vision-centric perception framework, i.e., Vampire, which takes volume rendering as the intermediate 3D feature regulator in the multi-camera setting. Vampire predicts per-position occupancy as the volume density and accumulate the intermediate 3D features to 2D planes to obtain additional 2D supervisions. Extensive experiments show that our method is competitive with existing state-of-the-arts across multiple downstream tasks.
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