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Abstract
Cross-Domain Few-Shot Learning (CD-FSL) aims at recognizing samples in novel classes from unseen domains that are vastly different from training classes, with few labeled samples. However, the large domain gap between training and novel classes makes previous FSL methods perform poorly. To address this issue, we propose MetaPrompt, a Task-adaptive Prompted Transformer model for CD-FSL, by jointly exploiting prompt learning and the parameter generation framework. The proposed MetaPrompt enjoys several merits. First, a task-conditioned prompt generator is established upon attention mechanisms. It can flexibly produce a task-adaptive prompt with arbitrary length for unseen tasks, by selectively gathering task characteristics from the contextualized support embeddings. Second, the task-adaptive prompt is attached to Vision Transformer to facilitate fast task adaptation, steering the task-agnostic representation to incorporate task knowledge. To our best knowledge, this is the first work to exploit a prompt-based parameter generation mechanism for CD-FSL. Extensive experimental results on the Meta-Dataset benchmark demonstrate that our method achieves superior results against state-of-the-art methods.

Introduction
Few-Shot Learning (FSL) (Finn, Abbeel, and Levine 2017; Lee et al. 2019; Lifchitz et al. 2019; Wu et al. 2022) aims at building a model that can generalize to unseen novel classes based on only a few labeled examples. The standard few-shot learning paradigm is composed of (i) a meta-training stage where a model is learned from a large training set, and (ii) a meta-test stage where the learned model is adapted to novel classes from a tiny support set. In earlier FSL works (Zhang et al. 2020; Tian et al. 2020), the meta-train and meta-test examples share the same data distribution (i.e., sampling from the same dataset like miniImageNet (Vinyals et al. 2016)). Thus the learned model fails to generalize to a more practical setting, where the meta-test and meta-train classes are sampled from vastly different datasets/domains (Dvornik, Schmid, and Maial 2020; Liu et al. 2021b). The large domain gap in this cross-domain setting poses a new challenge for few-shot learning (Li, Liu, and Bilen 2022).

To address this challenge, recent works (Guo et al. 2020; Li, Liu, and Bilen 2022; Requeima et al. 2019) are shifting their interest to Cross-Domain Few-Shot Learning (CD-FSL), where the meta-train set and meta-test set are composed of different sets of datasets. To bridge the large domain gap, recent methods (Requeima et al. 2019; Bateni et al. 2020; Triantafillou et al. 2021) learn a set of task-conditioned parameters to adapt the task-agnostic model to the current task. Generally, a set of independent generators are utilized to generate the task-conditioned parameters from the task description gathered from the small support set. For example, as shown in Figure 1 (a), CNAPs (Requeima et al. 2019) and SimpleCNAPs (Bateni et al. 2020) average the support features $x^s$ to obtain a task embedding $e_t$ and send it into convolutional generators $[\theta_{g_1}, \theta_{g_2}, \cdots, \theta_{g_8}]$ to estimate the parameters $[p_1, p_2, \cdots, p_i]$ of FiLM layers (i.e., the scale and shift parameters for feature modulation). Each time we need to generate an additional parameter $p_{i+1}$, a new generator $\theta_{g_{i+1}}$ would be required, which would increase generator parameters.

By studying the previous FSL methods based on parameter generation (Requeima et al. 2019; Bateni et al. 2020; Oreshkin, Rodríguez López, and Lacoste 2018), we sum up two fundamental points for resolving the substantial domain gap for CD-FSL. (i) Reliable task description. To obtain task description as generation conditions, the previous methods directly average the support features $x^s$ into $e_t$ (see Figure 1 (a)). However, the relations between samples from different classes are ignored, which are essential for characterizing the task. Besides, treating the non-representative samples equally as the others may bring noises into the task description, which may further hamper the expressiveness of the generated parameters. (ii) Flexible parameter generation mechanism. In the previous methods, the parameters $[p_1, \cdots, p_i]$ are always independently predicted by their corresponding generators $[\theta_{g_1}, \cdots, \theta_{g_8}]$, respectively (see Figure 1 (a)). Thus the scale of generators will increase linearly with the number of generated parameters. This causes inflexibility when requiring abundant task-conditioned parameters, as it may cause overfitting to the few-shot data.

Inspired by the above discussion, we propose MetaPrompt, a Task-adaptive Prompted Transformer model for CD-FSL, by jointly exploiting the prompt learning and the task-conditioned parameter generation.
Figure 1: Different ways of generating task-conditioned parameters. (a) Prior works (Requeima et al. 2019; Bateni et al. 2020) average the support features $x^s$ to obtain a task embedding $e_t$ and send it into separate generators $[\theta_{g1}, \ldots, \theta_{gi}]$ to independently produce task-conditioned parameters $[p_1, \ldots, p_i]$. (b) Differently, we design an attention-based generator to produce a task-adaptive prompt $P$ with arbitrary number of tokens $[p_1, \ldots, p_i]$ by going through the same linear projection $W_k, W_e, W_q$ in attention layers. The rich relations between $P$ and $x^s$ can be exploited for better task description.

In this section, we introduce several lines of research in parameter generation mechanisms in FSL, cross-domain few-shot learning, and prompt-based learning.

**Parameter Generation Mechanisms in FSL.** Parameter generation mechanisms have been broadly explored in few-shot learning (Oreshkin, Rodríguez López, and Lacoste 2018; Requeima et al. 2019; Chen et al. 2020; Wu et al. 2021). These methods usually build a meta-learner as a generation network to predict the parameters of task-conditioned modules from a small number of support samples. Some methods (Qi, Brown, and Lowe 2018; Qiao et al. 2018) generate the weights of the classification layer from the extracted features. CNAPs (Requeima et al. 2019) and SimpleCNAPs (Bateni et al. 2020) generate the scaling and shifting parameters of FiLM layers from the averaged support feature (i.e., task embedding). Their generated parameters are used to modulate the feature maps by the affine transformation. However, these methods are limited in flexibility with regard to both task description and multi-parameter generation. By contrast, we develop an attention-based prompt generator to flexibly predict a task-adaptive prompt with arbitrary length by selectively gathering task characteristics.

**Cross-Domain Few-Shot Learning.** To bridge the large domain gap in CD-FSL, a plethora of methods (Li, Liu, and Bilen 2022, 2021; Liu et al. 2021b) attempt to design task adaptation mechanisms based on the small-sized support set. Some methods obtain task-specific features by dynamically combining the representations from separate domain-specific networks, where the aggregation weights could be produced by linear layers (Liu et al. 2021b), convolution layers (Triantafillou et al. 2021), or Transformer layers (Liu et al. 2021a) for each task. However, training multiple feature extractors inevitably causes additional parameter costs.
The proposed MetaPrompt includes two modules (see Figure 2): (1) The **Task-conditioned Prompt Generator** is responsible for collecting task-indicative cues and converting them into a task-adaptive prompt. (2) The **Task-adaptive Prompted Transformer** can produce task-aware representations by inserting the generated task-adaptive prompt into the ViT-based backbone.

**Our Approach**

The proposed MetaPrompt is composed of the support set $D_{train}$ (containing unseen domains) to classify novel classes. Notably, $D_{train}$ and $D_{test}$ are defined over a union of diverse datasets/domains, and contain mutually exclusive classes. That is to say, the new classes in $D_{test}$ originate from different datasets from $D_{train}$. The classification of meta-test samples is conducted over a series of tasks (or episodes) $T_{test} \in D_{test}$. $T_{train}$ is also segmented into a set of tasks $T_{train}$ to mimic the meta-test setting, hoping to acquire the cross-task generalization ability. Specifically, an $N$-way $K$-shot task $\mathcal{T}$ is composed of a support set $S$ containing $N$ classes with $K$ samples per class, and a query set $Q = \{(x_i^q, y_i^q)\}_{i=1}^{\left|Q\right|}$ including $\left|Q\right|$ query samples. Formally, $S = \{(X_i^s, y_i^s)\}_{j=1}^{NK}$, where $X_i^s$ and $y_i^s$ denote the images and the labels $y_i^s \in \{1, 2, \cdots, N\}$, respectively. During meta-test, the goal is to classify a query sample $x_i^q \in Q$ from $D_{test}$ into one of the $N$ support classes given a few labeled samples from $S$. 

**Preliminaries**

**Problem Setting.** In CD-FSL, a large-scale meta-training set $D_{train}$ (containing seen domains) is used to learn a generalizable model that can transfer to the meta-test set $D_{test}$ (containing unseen domains) to classify novel classes. Notably, $D_{train}$ and $D_{test}$ are defined over a union of diverse datasets/domains, and contain mutually exclusive classes. That is to say, the new classes in $D_{test}$ originate from different datasets from $D_{train}$. The classification of meta-test samples is conducted over a series of tasks (or episodes) $T_{test} \in D_{test}$. $T_{train}$ is also segmented into a set of tasks $T_{train}$ to mimic the meta-test setting, hoping to acquire the cross-task generalization ability. Specifically, an $N$-way $K$-shot task $\mathcal{T}$ is composed of a support set $S$ containing $N$ classes with $K$ samples per class, and a query set $Q = \{(x_i^q, y_i^q)\}_{i=1}^{\left|Q\right|}$ including $\left|Q\right|$ query samples. Formally, $S = \{(X_i^s, y_i^s)\}_{j=1}^{NK}$, where $X_i^s$ and $y_i^s$ denote the images and the labels $y_i^s \in \{1, 2, \cdots, N\}$, respectively. During meta-test, the goal is to classify a query sample $x_i^q \in Q$ from $D_{test}$ into one of the $N$ support classes given a few labeled samples from $S$. 

Moreover, the adaptability of the fused representations is restricted by backbones learned on seen domains. Other methods introduce additional labeled (Fu et al. 2022) or unlabeled target data (Islam et al. 2021) into meta-training. They adopt self-supervised learning (Islam et al. 2021), self-training (Phoo and Hariharan 2021), or mix-up strategies (Fu et al. 2022) to leverage the target data, hoping to obtain the adaptation ability on the unseen domain. However, it is non-trivial to obtain the target samples in advance in the real world. Another line of methods (Requeima et al. 2019; Triantafillou et al. 2021) proposes to learn task-conditioned parameters from the support set to achieve task adaptation. They meta-learn a parameter generator that is expected to generalize to the target tasks. Our method falls into the parameter generation type. Different from the above methods, we are the first to introduce the prompting strategy in a generative way for building a task-adaptive CD-FSL classifier.

**Prompt-based Learning.** Prompting methods (Liu et al. 2023; Brown et al. 2020) have made numerous advancements in the field of NLP, whose core idea is to attach prompt tokens to provide instructions for modifying the input in downstream tasks. However, how to design the prompting function is challenging. Recent works (Lester, Al-Rfou, and Constant 2021; Li and Liang 2021) propose to learn a continuous prompt to instruct a frozen pre-trained transformer for fast few-shot adaptation. 
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Figure 2: The framework of MetaPrompt: (1) In the Task-conditioned Prompt Generator, the feature extractor produces the feature sequence of the support samples in task $\mathcal{T}$. The prompt encoder exploits relations between support samples from different categories, producing co-adapted support embeddings. The prompt decoder collects task-indicative information from support sequence and transforms it into a task-adaptive prompt. (2) In the Task-adaptive Prompted Transformer, the generated prompt is inserted into ViT-based backbone, producing task-aware representations for samples in $\mathcal{T}$.
Vision Transformer. Following (Hu et al. 2022), we adopt Vision Transformer (ViT) (Dosovitskiy et al. 2021) as our backbone. In ViT, the input image \( x \in \mathbb{R}^{H \times W \times C} \) is first reshaped and divided into a sequence of \( L \) patches with patch size \( S \), i.e., \( x \in \mathbb{R}^{L \times (S^2 \times C)} \). An embedding layer projects the image patches into patch tokens with dimension \( D_c \). An initialized, where learnable class-wise embeddings \( c \) is added to the token sequence, which is then fed into the Transformer block \( f_t \) that consists of multiple attention and MLP layers.

Task-conditioned Prompt Generator

We introduce an attention-based task-conditioned prompt generator to produce a task-adaptive prompt, which helps the ViT model to adapt to unseen tasks from arbitrary domains. Specifically, the task-conditioned prompt generator is composed of a feature extractor, a prompt encoder and a prompt decoder. Given the support images \( \{X_i^s\}_{i=1}^{NK} \) in the current task \( \mathcal{T} \), the feature extractor is used to extract their features \( \{x_i^s\}_{i=1}^{NK}, x_i^c \in \mathbb{R}^{D} \). The support features from different classes contain essential information describing task properties, which can be leveraged by the prompt encoder and prompt decoder for learning the task-adaptive prompt.

Prompt Encoder. We associate each support feature with a class-wise embedding: \( x_i^c = x_i^c + E^c \), where \( x_i^c \) is a support sample from class \( c \), \( E^c \in \mathbb{R}^{D} \) is the class-wise embedding randomly assigned for class \( c \) in \( \mathcal{T} \). Here, the learnable class-wise embeddings \( E \in \mathbb{R}^{N_c \times D} \) are randomly initialized, where \( N_c \) is the predefined maximum number of categories in a task. It should be noted that \( E \) contains no class-specific information but are just used to discriminate between different categories. As we adopt a nearest-neighbor classifier and class indexes are independent in different episodes, the randomly assigned \( E \) will not cause interference. Then, we design a class-aware self-attention layer to refine each support embedding, with consideration of its contextual instances from the same or different classes in \( \mathcal{T} \). We use the support sequence to serve as query \( Q \), key \( K \), value \( V \) in the self-attention layer (notably, this query \( Q \) should be discriminated from the query set \( Q \) in FSL). Specifically, \( Q, K, V \) are generated by independent linear projection layers:

\[
Q_i = x_i^c W_q, K_j = x_j^c W_k, V_j = x_j^v W_v, \tag{1}
\]

where \( i, j = 1, 2, \ldots, NK \), and \( W_q \in \mathbb{R}^{D \times d_k}, W_k \in \mathbb{R}^{D \times d_k}, W_v \in \mathbb{R}^{D \times d_v} \) are linear projection layers. The query \( Q \) is first matched against a list of keys:

\[
\bar{a}_{ij} = \frac{\exp(a_{ij})}{\sum_{j'=1}^{T} \exp(a_{ij'})} a_{ij} = \frac{Q_i K_j^T}{\sqrt{d_k}}, \tag{2}
\]

where \( \sqrt{d_k} \) is a scaling factor. Using the intra-task correlations in attention scores \( \bar{a}_{ij} \), the support embeddings can be co-adapted, with the discriminative ones amplified. Concretely, the adapted support embedding \( x_i^a \) is derived as the weighted sum over all values with \( \bar{a}_{ij} \):

\[
x_i^a = \sum_{j=1}^{NK} \bar{a}_{ij} V_j, i = 1, 2, \ldots, NK. \tag{3}
\]

By exploiting the comprehensive cross-class relations within the task, we can exploit high-level task-related knowledge for building a better adaptation mechanism.

Prompt Decoder. We design task-aware cross-attention layers to generate a task-adaptive prompt from support embeddings. Specifically, a series of learnable prompt tokens \( P = [p_1, p_2, \ldots, p_M] \in \mathbb{R}^{MD} \) are initialized to serve as queries \( Q \) with \( M \) as the prompt length. Besides, the support sequence is taken as keys \( K \) and values \( V \). Then we use Eq. 1-3 to establish cross-attention paths between prompt tokens and support features. By fully communicating with the support sequence, the prompt tokens can identify representative samples and selectively accumulate task-relevant information. In this manner, each prompt token captures a specific perspective of task knowledge. One advantage of using the attention-based prompt decoder is its scalability, as it can process prompts with arbitrary lengths and tasks with varying sizes in the attention mechanism.

Notably, the task-conditioned prompt generator is meta-trained over numerous tasks, thereby learning shared meta-knowledge that can be well transferred to novel tasks. In contrast to the ambiguous task description based on the sample average, our generator comprehensively considers all support samples and exploits cross-category relations. Therefore, the generated prompt can reliably characterize task information for effective task adaptation.

Task-adaptive Prompted Transformer

The generated task-adaptive prompt is leveraged to instruct the ViT-based backbone to produce task-aware features for samples in the task \( \mathcal{T} \). Specifically, given a sample \( X \in \mathcal{T} \), the prompt tokens can be applied to the Transformer model \( f_t \) by being appended to the patch token sequence \( x_e \) of \( X: x_{cls} = f_t([x_{cls}; P^T; x_e]) \). By the attention interaction between prompt tokens and visual tokens, the high-level task instruction can be injected into the instance embedding, steering the model to incorporate task-aware characteristics.

The class token \( x_{cls} \) outputted from \( f_t \) is taken as the final representation to perform the prototype-based classification (Snell, Swersky, and Zemel 2017). Given the query feature \( x^q \in \mathcal{T} \), we first compute \( N \) class prototypes by average pooling: \( \hat{x}_c = \frac{1}{K} \sum_{j=1}^{K} x_j^c \), where \( x_j^c \) denotes the \( j \)-th support feature from class \( c \). Then, the class probabilities over \( c \in \{1, 2, \ldots, N\} \) for \( x^q \) are obtained based on proximities:

\[
p(y = c|x^q) = \frac{\exp(\Phi(x^q, \hat{x}_c))}{\sum_{c'=1}^{N} \exp(\Phi(x^q, \hat{x}_{c'}))}, \tag{4}
\]

where \( \Phi \) denotes the cosine similarity metric. Naturally, the classification loss \( L_{cls} \) is formulated as: \( L_{cls} = -\frac{1}{|Q|} \sum_{(x,y) \in Q} \log p(y = y|x^q) \).

After meta-training on \( D_{train} \), the learned model is applied to novel tasks \( D_{test} \). In addition to the task-adaptive prompting, we further tune bias parameters of \( f_t \) during meta-test by minimizing a classification loss over the support set, for the purpose of enhancing the performance on out-of-domain datasets. This practice of test-time tuning can be found in many prior works (Hu et al. 2022; Li, Liu, ...
Table 1: Comparison of MetaPrompt to the previous SOTA methods on Meta-Dataset. The in-domain datasets (i.e., the first eight datasets) are seen during meta-training, while the out-of-domain datasets (i.e., the last five datasets) are unseen and used for meta-test only. We report the In-domain Average Accuracy (ID Avg.), Out-of-domain Average Accuracy (OD Avg.), and the Overall Average Accuracy (Overall Avg.). * means the method is reimplemented with the same ViT backbone as MetaPrompt.

<table>
<thead>
<tr>
<th>Method</th>
<th>Arch</th>
<th>In-domain</th>
<th>Out-of-domain</th>
<th>ID Avg.</th>
<th>OD Avg.</th>
<th>Overall Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ImNet Omni Acrraft Bird DTD QDraw Fungi Flwr</td>
<td>Sign COCO MNS CF10 CF100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProtoNet</td>
<td>RN18</td>
<td>44.5 79.6 71.1 67.0 65.2 64.9 40.3 86.4</td>
<td>46.5 39.9 NA NA NA</td>
<td>64.9</td>
<td>43.2  60.6</td>
<td></td>
</tr>
<tr>
<td>BOHB-E</td>
<td>RN18</td>
<td>55.4 77.5 60.9 73.6 72.8 61.2 44.5 90.6</td>
<td>57.5 51.9 NA NA NA</td>
<td>67.1</td>
<td>54.7  64.6</td>
<td></td>
</tr>
<tr>
<td>CNAPs</td>
<td>RN18</td>
<td>52.3 88.4 80.5 72.2 58.3 72.5 47.4 86.0</td>
<td>56.5 42.6 92.7 61.5 50.1</td>
<td>69.7</td>
<td>60.7  66.2</td>
<td></td>
</tr>
<tr>
<td>SimpleCNAPs</td>
<td>RN18</td>
<td>58.6 91.7 82.4 74.9 67.8 77.7 46.9 90.7</td>
<td>73.5 46.2 93.9 74.3 60.5</td>
<td>73.4</td>
<td>69.5  72.2</td>
<td></td>
</tr>
<tr>
<td>SUR</td>
<td>RN18</td>
<td>56.3 93.1 85.4 71.4 71.8 81.3 63.1 82.8</td>
<td>70.4 52.4 94.3 66.8 56.6</td>
<td>73.5</td>
<td>64.7  71.4</td>
<td></td>
</tr>
<tr>
<td>URT</td>
<td>RN18</td>
<td>55.7 94.4 85.8 76.3 71.4 82.5 63.5 88.2</td>
<td>51.1 52.2 94.8 67.3 56.9</td>
<td>77.2</td>
<td>64.5  72.3</td>
<td></td>
</tr>
<tr>
<td>FLUTe</td>
<td>RN18</td>
<td>51.8 93.2 87.2 79.2 68.8 79.5 58.1 91.6</td>
<td>58.4 50.0 95.6 78.6 67.1</td>
<td>76.2</td>
<td>69.9  73.8</td>
<td></td>
</tr>
<tr>
<td>URL</td>
<td>RN18</td>
<td>58.8 94.5 89.4 80.7 77.2 82.5 68.1 92.0</td>
<td>63.3 57.3 94.7 74.2 63.5</td>
<td>80.4</td>
<td>70.6  76.6</td>
<td></td>
</tr>
<tr>
<td>TSA</td>
<td>RN18</td>
<td>59.5 94.9 89.9 81.1 77.5 81.7 66.3 92.2</td>
<td>82.8 57.6 96.7 82.9 70.4</td>
<td>80.9</td>
<td>75.8  79.5</td>
<td></td>
</tr>
<tr>
<td>TASA*</td>
<td>ViT-S</td>
<td>72.2 95.2 86.4 92.5 87.7 74.7 67.9 96.0</td>
<td>89.7 60.2 96.4 89.2 76.9</td>
<td>84.1</td>
<td>82.5  83.5</td>
<td></td>
</tr>
<tr>
<td>PMF</td>
<td>ViT-S</td>
<td>74.6 91.8 88.3 91.0 86.6 79.2 74.2 94.1</td>
<td>88.9 62.6 95.6 85.4 77.6</td>
<td>85.0</td>
<td>82.0  83.8</td>
<td></td>
</tr>
<tr>
<td>MetaPrompt</td>
<td>ViT-S</td>
<td>75.8 90.8 89.5 93.7 86.3 79.5 76.9 97.1</td>
<td>90.9 67.2 96.6 90.6 82.5</td>
<td>86.2</td>
<td>85.6  86.0</td>
<td></td>
</tr>
</tbody>
</table>

and Bilen 2022). The portion of tuned parameters is negligible compared to the whole network. Finally, the fine-tuned model is used to classify the query images by utilizing Eq. 4.

**Experiments**

In this section, we first introduce datasets and implementation details. Then, we present extensive experimental results.

**Dataset Descriptions**

We evaluate our model on Meta-Dataset (Triantafillou et al. 2019), a cross-domain few-shot learning benchmark that collects 10 public image datasets from a diverse range of domains: ImNet, Omni, Acrraft, Bird, DTD, QDraw, Fungi, Flwr, Sign and COCO. In keeping with prior methods, we use the first 8 datasets for meta-training, where each dataset is further divided into train/val/test splits with disjoint classes. The test split of these datasets is used to evaluate the performance of seen domains (in-domain performance). The remaining two datasets are reserved as unseen domains to measure the out-of-domain performance. Besides, we follow the practice in (Requeima et al. 2019) to incorporate 3 additional meta-test datasets as the unseen domains, i.e., MNS, CF10, and CF100.

**Implementation Details**

Following the practice in (Hu et al. 2022), we choose ViT-S (Dosovitskiy et al. 2021) with Dino (Caron et al. 2021) pre-trained weights as the backbone. In the task-conditioned prompt generator, we use the fixed ViT as the feature extractor. The prompt decoder is composed of one class-aware self-attention layer and two task-aware cross-attention layers. The class-wise embedding is meta-learned along with the backbone and prompt generator, and is shared across new meta-test tasks. The length of the prompt is set as 8. We follow the episodic training protocol and use the SGD optimizer with a learning rate of 1e−4 for the ViT backbone and 5e−4 for the prompt generator. The task-adaptive prompt is inserted into the second layer of ViT, which we empirically found performs best. During meta-test, we randomly sample 600 N-way K-shot tasks from the meta-test split of each dataset, where N varies from 5 to 50 and K varies from 1 to 100. The bias parameters of the backbone are tuned for 30 iterations for each task, using the Adadelta optimizer with a learning rate of 1. Notably, the bias tuning is performed only on out-of-domain datasets.

**Comparison to State-of-the-art Methods**

We compare MetaPrompt with recent CD-FSL methods and report the in-domain (ID Avg.), out-of-domain (OD Avg.), and overall average accuracy (overall Avg.) in Table 1.

**Compared Methods**

We select several CD-FSL methods for comparison, including ProtoNet (Snell, Swersky, and Zemel 2017), BOHB-E (Saikia, Brox, and Schmid 2020), CNAPs (Ren et al. 2016), SimpleCNAPs (Bateni et al. 2020), SUR (Dvornik, Schmid, and Mairal 2020), URT (Liu et al. 2021a), FLUTe (Triantafillou et al. 2021), URL (Li, Liu, and Bilen 2021), TSA (Li, Liu, and Bilen 2022), and PMF (Hu et al. 2022). Among them, URL (Li, Liu, and Bilen 2021), TSA (Li, Liu, and Bilen 2022) and PMF (Hu et al. 2022) tune their model or part of the model by several gradient steps during meta-test. Except for PMF, other methods adopt ResNet-18 as the backbone, which is somewhat out-of-date compared to the leading work in other computer vision fields. Therefore, we follow PMF (Hu et al. 2022) to build our model upon a pre-trained ViT backbone. As PMF does not provide results on three additional datasets, we obtain these results by using their officially released code 1. For fair comparison, we reimplement the best prior CD-FSL method TSA with the same ViT backbone as MetaPrompt, denoted as TASA* in Table 1. We follow TSA to insert linear adapters after each ViT layer in a residual manner.

**Result Analysis.** As shown in Table 1, our proposed MetaPrompt achieves the highest results in 8 of 13 datasets, setting a new state-of-the-art record of 86.0 (+2.2 %) in overall accuracy, demonstrating high generalization abil-

1https://github.com/hushell/pmf_cvpr22
Table 2: Ablation study results on Meta-Dataset. The bold font numbers denote the best results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Arch.</th>
<th>ID Avg.</th>
<th>OD Avg.</th>
<th>Overall Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCA</td>
<td>-</td>
<td>83.2</td>
<td>66.3</td>
<td>76.7</td>
</tr>
<tr>
<td>CSA</td>
<td></td>
<td>84.5</td>
<td>74.16</td>
<td>80.54</td>
</tr>
<tr>
<td>CWE</td>
<td></td>
<td>84.23</td>
<td>73.79</td>
<td>80.21</td>
</tr>
<tr>
<td>MetaPrompt</td>
<td></td>
<td>86.21</td>
<td>75.21</td>
<td>82.00</td>
</tr>
<tr>
<td>TAP + PT</td>
<td></td>
<td>84.31</td>
<td>79.74</td>
<td>82.55</td>
</tr>
<tr>
<td>TAP</td>
<td></td>
<td>85.45</td>
<td>85.56</td>
<td>85.39</td>
</tr>
</tbody>
</table>

The Impact of Different Pre-trained Backbones

<table>
<thead>
<tr>
<th>Method</th>
<th>Arch.</th>
<th>ID Avg.</th>
<th>OD Avg.</th>
<th>Overall Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetaPrompt</td>
<td>ViT-S (Dino)</td>
<td>86.2</td>
<td>85.6</td>
<td>86.0</td>
</tr>
<tr>
<td>MetaPrompt</td>
<td>ViT-S (DeiT)</td>
<td>84.8</td>
<td>85.4</td>
<td>85.0</td>
</tr>
<tr>
<td>MetaPrompt</td>
<td>ViT-B (Dino)</td>
<td>87.4</td>
<td>86.5</td>
<td>87.1</td>
</tr>
<tr>
<td>MetaPrompt</td>
<td>ViT-B (Sup)</td>
<td>85.3</td>
<td>85.4</td>
<td>85.3</td>
</tr>
</tbody>
</table>

Table 3: Comparison with the prompt tuning strategy and the impact of different pre-trained backbones. (-) denotes the results of the corresponding baselines.

Ablation Study

In this section, we perform detailed ablation studies to demonstrate the efficacy of each design of MetaPrompt.

Baseline. In the baseline, the extracted features go through a prototype-based classifier for prediction without any task adaptation mechanism used. The training strategy and backbone are the same as the MetaPrompt.

Analysis of Model Components. We perform analysis of model components, including the Class-aware Self-Attention layer (CSA) in the prompt encoder. Task-aware Cross-Attention layer (TCA) in the prompt decoder, Class-Wise Embedding (CWE), and Bias Tuning strategy (performed on both in-domain and out-of-domain datasets). In general, all components contribute to the final performance. From Table 2, we have the following observations: 1) Using the Prompt Generator (M4) to generate the task-adaptive prompt brings substantial improvement on both in-domain (+3%) and out-of-domain datasets (+8.9%) over the baseline (M1). The results indicate that the prompt generator can flexibly adapt to unseen tasks even without test-time tuning. The generated prompt injects high-level task knowledge into the task-agnostic representation, thus elevating the out-of-domain performance. 2) The removal of CWE (M2) causes a considerable drop of 1.5% in overall accuracy compared to the complete generator (M4). CWE helps to discriminate samples from different classes, allowing the prompt generator to discover cross-class correlations for task adaptation. 3) When removing CSA (M3), the overall accuracy decrease significantly by 2.3%, revealing the importance of CSA in expressing task knowledge. The co-adaptation process in CSA could emphasize useful samples while de-emphasizing the less-representative ones, leading to more reliable task instructions. 4) The utilization of bias tuning (M5) contributes considerably to the out-of-domain performance by optimizing a small number of parameters. By contrast, the in-domain improvements are relatively small than those achieved by using the prompt generator. 5) When combining the prompt generator with bias tuning, we achieve a whopping improvement of 8.8% in the overall accuracy. However, the in-domain accuracy drops compared to solely using prompt generator (M4), due to the fact that bias tuning with a large learning rate is unstable on in-domain datasets. Thus, we choose not to perform bias tuning on in-domain datasets in the final version.

Comparison with the Prompt Tuning Strategy

Prompt Tuning (PT) methods, including VPT (Jia et al. 2022) and CoOp (Zhou et al. 2022b), learn new prompts for downstream tasks by iterative tuning. Notably, CoOp is based on cross-modality models, contrasting with CD-FSL methods exclusively encompassing the image modality. We generally reimplement PT by learning prompts in every Transformer layer for each new task during meta-test.
using the same prompt length as MetaPrompt (see Tab. 3). MetaPrompt outperforms PT (M3) by 3.9%, showing its superiority over PT. Notably, PT relies on good initialization and is highly sensitive to learning rates (lr) due to limited samples. It requires careful selection of lr, as the optimal lr on different datasets varies a lot (see M2-3). Instead of learning from scratch, MetaPrompt utilizes a meta-learned generator to automatically customize Task-Adaptive prompts (TAP) in a stable and efficient manner, obtaining higher adaptabilities even without test-time tuning (+ 8.9% in OD Avg). Moreover, combining PT with TAP (M4) further improves 2.8%, indicating that the meta-learned prompt and the tuned prompt have complementary impact.

Impact of Different Pre-trained Backbones
We compare several pre-trained backbones following PMF in Tab. 3. Compared to baselines, MetaPrompt consistently achieves significant improvements (7%~9%) on various backbones (ViT-S and ViT-B) and pre-trained weights (M5-8). Notably, the performance of our method scales proportionately with the model size, showcasing substantial gains (7.9% and 9.3%, see M7-8) when using a larger Transformer backbone. It can be observed that the improvements of our MetaPrompt are not dependent on the specific type of pre-trained backbones, validating the effectiveness of the task-conditioned prompt generator.

Comparison of Different Generation Strategies
We compare different parameter generation strategies with regard to the amount of generator parameters (Gen. Params) and task-conditioned parameters (TC. Params) in Table 4 (w/o bias tuning). Compared to the most representative parameter generation method CNAPs, MetaPrompt claims consistent performance lead and enjoys higher parameter efficiency. The convolutional generators in CNAPs contain more than $3 \times$ TC. Params (i.e., the scale and shift Params) and $3.8 \times$ Gen. Params compared to MetaPrompt (M1 vs. M4). We also exploit alternative prompt generation strategies by replacing attention layers with $M$ MLPs. The support features are compressed into the task embedding by average pooling and max pooling before sent into 2-layer MLPs. When generating the prompt with length 8, the MLPs have a similar parameter amount as MetaPrompt, but achieve much inferior performance (M2-3). In contrast to MLPs, the attention mechanism enables sufficient interaction between prompts and contextualized task characteristics. Moreover, as the MLP generator is independent to each prompt token, the increase of prompt length causes additional generators (M5-6), while MetaPrompt maintains a fixed capacity for prompts of any length.

Further Experiment Results
Analysis for Length of Prompt. Figure 3 (a) showcases the impact of the length of the task-adaptive prompt. Even when the length is as short as 2, the performance still remains comparable to previous methods, emphasizing the effectiveness of generated prompt. The accuracy increases when the prompt gets longer as it could deliver richer task knowledge. However, the accuracy decreases slightly when the length is beyond 8, as an excessive amount of prompt parameters may bring redundancy and noises. Overall, the accuracy changes relatively smoothly for different prompt lengths.

Analysis for Number of Task-aware Cross-attention Layers. Figure 3 (b) depicts the effect of the number of task-aware cross-attention (CSA) layers used (denoted as $N_L$). Using just a single CSA layer significantly improves accuracies upon baseline. The accuracy rises as $N_L$ increases from 1 to 2, as one CSA layer may cause insufficient interaction between the prompt and task support samples. When $N_L > 2$, the performance no longer improves obviously, indicating that two CSA layers are flexible enough to enable effective communication for prompt tokens.

Analysis for Layers to Insert the Prompt. The previous prompting method (Lester, Al-Rfou, and Constant 2021) attaches prompt tokens to the first Transformer layer. Here we investigate the impact of attaching the prompt to different layers (see Figure 3 (c)). Inserting the prompt to layer 1 attains highest accuracies. When inserting into the middle and deep layers, the performance deteriorates obviously, as inserting into shallow layers affects more subsequent layers and enables deeper level modification.

Conclusion
We propose a Task-adaptive Prompted Transformer for CD-FSL. We design a task-conditioned prompt generator to generate a task-adaptive prompt from the contextualized task information, which could instruct the model to adapt to unseen domains even under the large domain gap. Experiments show the effectiveness of our proposed method.
Acknowledgments

This work was partially supported by National Defense Basic Scientific Research Program (Grant JCKY2021601B013).

References


