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Abstract

Uncertainty in gaze estimation manifests in two aspects: 1)
low-quality images caused by occlusion, blurriness, incon-
sistent eye movements, or even non-face images; 2) incor-
rect labels resulting from the misalignment between the la-
beled and actual gaze points during the annotation process.
Allowing these uncertainties to participate in training hinders
the improvement of gaze estimation. To tackle these chal-
lenges, in this paper, we propose an effective solution, named
Suppressing Uncertainty in Gaze Estimation (SUGE), which
introduces a novel triplet-label consistency measurement to
estimate and reduce the uncertainties. Specifically, for each
training sample, we propose to estimate a novel “neighboring
label” calculated by a linearly weighted projection from the
neighbors to capture the similarity relationship between im-
age features and their corresponding labels, which can be in-
corporated with the predicted pseudo label and ground-truth
label for uncertainty estimation. By modeling such triplet-
label consistency, we can measure the qualities of both im-
ages and labels, and further largely reduce the negative effects
of unqualified images and wrong labels through our designed
sample weighting and label correction strategies. Experimen-
tal results on the gaze estimation benchmarks indicate that
our proposed SUGE achieves state-of-the-art performance.

Introduction

Gaze estimation is a crucial task in computer vision that
aims to accurately determine the direction of a person’s gaze
based on visual cues. In recent years, gaze estimation has
gained significant attention due to its wide-ranging appli-
cations in fields such as human-computer interaction (Ma-
jaranta and Bulling 2014) (Rahal and Fiedler 2019), vir-
tual reality (Patney et al. 2016) (Kim et al. 2019), and as-
sistive technology (Jiang and Zhao 2017) (Liu, Li, and Yi
2016) (Dias et al. 2020). Benefiting from the deep learn-
ing techniques and large-scale training data, appearance-
based gaze estimation has made rapid progress and achieved
promising results.

Recent works are mainly dedicated to developing ad-
vanced networks (Zhang et al. 2017a) (Kellnhofer et al.
2019) (Cheng et al. 2020) (Cheng and Lu 2022) to extract
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Figure 1: Illustration of uncertainties in gaze estimation us-
ing the EyeDiap dataset as an example. The upper half of the
figure reflects unqualified images, where the images in right
side are extremely difficult for machines and even human.
These images are better to be suppressed in training. The
lower half of the figure reflects wrongly annotated labels,
where the left side represents the common data annotation
process. Due to the challenge of achieving perfect alignment
between the actual gaze points and the given gaze points,
inaccurate and incorrect labels exist in the datasets, which
should be rectified.

distinctive gaze features. However, the success of deep mod-
els heavily relies on sufficient amount of data with accu-
rate ground truth labels. Unfortunately, it is very challeng-
ing for humans to provide consistent and precise annota-
tions for gaze estimation task, especially in the complex nat-
ural scenes. Common gaze estimation datasets (Funes Mora,
Monay, and Odobez 2014) (Zhang et al. 2017b) (Kellnhofer
et al. 2019) (Zhang et al. 2020b) usually obtain annotations
by requiring subjects to fixate on given points during data
collection. But this annotation strategy is based on the as-
sumption of the perfect alignment between the actual gaze
points and the provided points, which is practically impossi-
ble to achieve.

As shown in Fig. 1, many captured gaze images suffer
from serious quality degradation due to eyelid occlusion,
blurriness of the eyes, inconsistent eye movements, which
may lead to some unqualified eye images, or even back-
ground images are involved in the collecting process. On the
other hand, there are also a significant number of visibly in-
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Figure 2: Visualization results of varying image and label
confidences using samples from folds 0, 1, 3 of the EyeDiap
dataset as the training set in the subsequent epoch after the
warm-up phase. These results showcase the effectiveness of
the two uncertainty metrics we design.

correct labels presented in the commonly used datasets. Al-
lowing these unqualified images and incorrect ground truth
labels to be included in the training process may result in
overfitting, which hinders the model from learning the dis-
criminative features for accurate gaze estimation. Generally,
although many efforts have been made for getting precise
annotations, the noisy data and labels are inevitably intro-
duced, which is neglected in the previous works.

To address the above-mentioned issues, in this paper, we
propose a novel solution, named “Suppressing Uncertainty
in Gaze Estimation” (SUGE), which brings a new perspec-
tive of uncertainty estimation for gaze estimation task. The
key issue of our work is how to effectively estimate the un-
certainty for measuring the quality of images and labels,
and meanwhile alleviating the negative effects of them. To
achieve this goal, we propose a novel triplet-label consis-
tency method to estimate the uncertainty, where “neighbor-
ing label” is proposed by computing a weighted average of
labels from neighboring image features, and coupled with
the predicted labels and ground truth labels to calculate two
uncertainty metrics of each training sample by using Gaus-
sian Mixture Model (GMM). As shown in Fig. 2, by model-
ing two uncertainty metrics, we can obtain two confidences:
image confidence and label confidence, where the former re-
flects the quality of the images and the latter measures the
correctness of the annotations. Afterwards, we utilize the es-
timated confidences for guiding the further training process:
the image confidence is used to weight the training sample,
and the label confidence is referred when performing label
correction with the predicted pseudo-label and neighboring
label. The effectiveness of our proposed SUGE is compre-
hensively evaluated on popular gaze estimation benchmarks.

In summary, our contribution is three-fold:

* We address the gaze estimation task from a new per-
spective of uncertainty estimation to mitigate the effect
of low-quality images and incorrect annotations, which
commonly exists in real-world gaze estimation datasets
but is ignored in previous works.

* We propose a novel triplet-label consistency measure-
ment to estimate the uncertainty, where a novel “neigh-
boring label” representing the local consistency is cou-
pled with the predicted pseudo label and ground truth la-
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bel to assess the uncertainty of samples. Then the pro-
duced uncertainty is further utilized for better training
by the proposed label correction and sample weighting
strategies.

* We conduct comprehensive experiments on real-world
gaze estimation benchmarks, and the experimental re-
sults demonstrate that our method achieves state-of-the-
art performance.

Related Works
Gaze Estimation

Gaze estimation methods are categorized into model-based
and appearance-based approaches (Hansen and Ji 2009).
Model-based techniques (Zhu and Ji 2007; Valenti, Sebe,
and Gevers 2011; Alberto Funes Mora and Odobez 2014)
utilize 3D eye models with specialized equipment in con-
trolled settings, while appearance-based methods (Cheng
et al. 2021) employ machine learning to map images to gaze
directions, gaining popularity for their adaptability.

Data annotation poses a critical challenge for appearance-
based gaze estimation. Two primary methods are prevalent.
The first involves model-based eye-tracking devices, such
as desktop eye trackers (Park et al. 2020) or head-mounted
ones (Fischer, Chang, and Demiris 2018), while the former
is restricted to specific distances and head poses, and the lat-
ter severely occludes eye appearance. The second method
employs fixation-based annotation scheme, allowing sub-
jects to focus on specific points of interest (Smith et al. 2013;
Sugano, Matsushita, and Sato 2014; Funes Mora, Monay,
and Odobez 2014; Zhang et al. 2017b; Kellnhofer et al.
2019; Zhang et al. 2020b). This approach remains flexible,
unaffected by appearance changes, making it cost-effective
and widely adopted for creating gaze estimation datasets.

Despite great efforts have been made in building gaze
estimation datasets, the complexity of generating gaze an-
notations inevitably introduces low-quality data and labels.
These issues are often overlooked in existing works and have
become significant bottlenecks hindering the development
of gaze estimation algorithms. Our work represents the first
attempt to address the problem of annotation quality from a
novel perspective of uncertainty estimation.

Uncertainty Estimation in Computer Vision

Uncertainty estimation is crucial for capturing the random-
ness in the learning process across computer vision tasks,
such as facial expression recognition (Wang et al. 2020),
saliency detection (Zhang et al. 2020a), and edge detec-
tion (Zhou et al. 2023). For gaze estimation, handling data
uncertainty is crucial. Approaches like (Kellnhofer et al.
2019; Dias et al. 2020) incorporate uncertainty prediction
heads at the output layer to handle high uncertainty data.
Nonaka et al. (Nonaka, Nobuhara, and Nishino 2022) fo-
cus on multi-source input uncertainty by adding prediction
heads for each input’s features. Recent work (Cai et al. 2023)
tackles cross-domain adaptation by enhancing image quality
to mitigate image uncertainty and reducing prediction vari-
ance to manage model uncertainty.
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In contrast, our approach uniquely addresses low-quality
samples and inaccurately annotated labels in gaze estimation
datasets. We propose a novel method to assess label consis-
tency, estimating uncertainty in both image and label space.
This tackles low-quality images and rectifies inaccurate la-
bels, resulting in significant performance improvements.

Method

To mitigate the adverse impact of data uncertainty in both
image space and label space of gaze estimation, we pro-
pose a novel Suppressing Uncertainty in Gaze Estimation
(SUGE) method. In this section, we will begin by giving
an overview of SUGE and subsequently introduce its three
modules and co-training strategy in detail.

Overview of SUGE

In order to capture the data uncertainty both in image and
label space and further guide the following training process,
we develop a novel triplet-label consistency for uncertainty
estimation. The intuition behind our design is based on two
foundations: 1) The discrepancy between ground truth labels
and pseudo labels for a given sample indicates its training
difficulty and modeling complexity; 2) The discrepancy be-
tween neighboring labels and the other two types of labels
reflects local relationship and smoothness between image
features and their corresponding labels. By modeling the de-
scribed triplet-label consistency, we can purify the quality of
samples and their corresponding labels, which effectively re-
duces overfitting risks and enhances overall generalization.

To realize our idea, as depicted in the Fig. 3, our proposed
SUGE is composed of three main modules: the neighbor-
ing labeling module, the uncertainty estimation module, as
well as the label correction and sample weighting module.
Specifically, for each input image, the encoder first extracts
features, and the neighboring labeling module calculates the
neighboring labels for the sample based on the ground truth
labels of its neighbors in feature space. The uncertainty esti-
mation module designs the uncertainty metrics of label and
image by considering the consistency among neighboring la-
bels, pseudo labels, and ground truth labels. Two uncertainty
metrics are then input into the Gaussian Mixture Model
(GMM) (Permuter, Francos, and Jermyn 2006) to calculate
confidence scores. Finally, the label correction and sample
weighting module utilizes the confidence scores to perform
label correction and sample weighting for training.

Furthermore, to avoid overconfidence and cumulative er-
rors during self-training of a single network on its own
generated image and label confidence, we adopt the ap-
proach from the paper (Friend, Reising, and Cook 1993) (Li,
Socher, and Hoi 2020) and train two networks simultane-
ously. Both networks contribute to generating corrected la-
bels and sample weights for each other. The final algorithm
is presented in Algorithm 1.

Neighboring Labeling Module

In this module, we aim to capture the local similarity re-
lationship between image features and their corresponding
labels by computing neighboring labels. Formally, given a
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Algorithm 1: SUGE
Input: two encoder and fully connected parameters
(EDW | W)Y and (@), £2)), training data (X,Y)
Param.: small constant for denominator €, number of neigh-
bors K, confidence threshold 7

1 (D, F0) ¢ WarmUp(X, Y, (€D, f1)))

2: (E@), fP) «— WarmUp(X,Y, (E?), f?)))

3: while e < MaxEpoch do

4 fork =1,2do
5 YP  fR(E® (X))
6: /I Neighbor labeling module
7: X;j + KNN(EW®(X;), K),fori=1,...,N
8 Get the reconstruction weight A by Equation 2
9: Y’Z-"erZlnj*Aij,fori:L...,N
10 /I ' Uncertainty estimation module
11: DP9 DP* D™ < AngularDis(Y, yn, )A/'p)
12: TupleM D <+ %
13: TripleM D < min(DP9, DP"| D"9)
14: r'abel « GMM(TupleM D)
15: rimage « GMM(TripleM D)
16: // Label correction and sample weighting
17: r'abel « Truncate(T"'®!, 7, 0)
18: Calculate Y (%) using Il by Equation 14
19: D) ¢ plabel
20: rimage ¢ Truncate(T™€, 7, ()
21: Wk) ¢ pimage
22:  end for
23 T =0, set VIV = Mfow:L...,N
24: TP =0, setYi(Q):M,forizl,...,N
25 (€D, D) o Train(X, VO, (60, F1), 1r@)
26 (E@, f@) « Train(X, YD (£@), @) W)

27: end while

training dataset D = {X,Y'} = {(X1, Y1), ..., (Xn,YnN)},
where X is 4" input image and Y; = (Yi, Y;0)T is the
ground truth 2D gaze angle vector (yaw and pitch), we use
a K nearest-neighbor (K-NN) algorithm to generate the ;"
neighbor of X; denoted by X;;, j = 1..., K where the neigh-
boring samples are identified based on the distance between
samples in the feature space £(X), and are restricted to the
same person ID as sample X;.

Next, we find the optimal reconstruction weight A; for
each sample X, with respect to its neighboring samples
Xij,7 = 1...,, K. This is achieved by solving the following
optimization problem:

K
m1n114m116||5 Zl A E (X1 + M| A,
= (1)

subject to:

ZAU =1.
j=1

The closed-form solution for the optimal reconstruction
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Figure 3: The pipeline of SUGE method. Initially, input images undergo feature extraction through the encoder, and a fully
connected layer generates pseudo labels. The neighboring labeling module then employs a nearest-neighbor algorithm to find
feature neighbors for each image and calculates the neighboring label by weighted averaging the ground truth labels from
its neighbors. Next, the Uncertainty Metrics module comes into play, computing Tuple Minimum Discrepancy and Triple
Minimum Discrepancy by measuring the consistency among pseudo labels, ground truth labels, and neighboring labels. These
uncertainties metrics are further input into a Gaussian Mixture Model, which yields two confidence scores: label confidence and
image confidence. In the Label Correction and Sample Weighting module, label confidence is employed to perform weighted
calculations on the ground truth labels, pseudo labels, and neighboring labels, resulting in corrected labels. Additionally, the
sample weight is determined based on the image confidence and can further be used to guide the training process.

weights is given by:

_ (SZ‘—F)\I)*llK
RS + AL

@

where
A(XZ) = [E(XZ) - S(Xil)v 75(Xi) - E(XIK)} )

Si = AX)AX)T, 3)

I denotes the identity matrix, and 1x is a column vector
containing K elements with all elements equal to 1.

Finally, we compute the new neighboring labels Y,V by

element-wise multiplying the original labels Y;; with the op-
timal reconstruction weights A;;:
K
j=1

Through above process, we obtain a new set of labels
Y™ = {Y",..., Y2} called neighboring labels that capture
the local similarity and smoothness between images and la-
bels in the feature space.

Uncertainty Estimation Module

This module aims to assess the degree of uncertainty caused
by low-quality labels and images by designing suitable met-
rics based on the consistency among the predicted pseudo
label Y? = f(E(X;)), the neighboring label Y;*, and the
ground truth label Y; for a given sample X;. We focus on
the angular differences among these label types, denoting
them as DY, D", and D" for measuring the triplet-label
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consistency. Here taking DY as an example, D?" and D"’
can be given following the similar calculation.

Firstly, we convert the labels from polar coordinate sys-
tem to 3D Cartesian coordinate system using the gazeto3D
function:

—cos(V7y) - sin(V7,)

gazeto3d(Y?) = - sm(YfQ) , 3
- cos(Y ) - cos(Y ")
—cos(Y;g) - sin(Y; )

gazeto3d(Y;) = —sin(Y;0) . (6)
—cos(Y; ) - cos(Y; )

Next, we compute the angular distance between the two
3D coordinates using the angular function:
180
T )

(7

gazeto3d(Y}?) - gazeto3d(Y;)
[gazeto3d(V7)| - gazeto3d(¥;)|

DY = arccos (

where ||-|| denotes the Euclidean norm.
To measure the degree of uncertainty related to the label
quality, we propose TupleMD as follows:

min(D, D})

TupleMD; = P
1- €

®)
The numerator of TupleMD is the minimum difference be-
tween the GT label and the other two labels (the pseudo label
and neighboring label),which means that a GT label is con-
sidered unreliable when it exhibits substantial discrepancies
with both two other labels. The denominator of TupleMD
is a scale factor defined by the distance between the pseudo
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label and the neighboring label, reflecting the uncertainty de-
gree they contribute to the numerator. In addition to DY", the
denominator also includes a constant term e, to ensure that
uncertainty is not erroneously considered high when both
the numerator and denominator are very small.
Furthermore, to represent the degree of uncertainty re-
lated to image quality, we propose TripleMD as follows:

TripleM D; = min(D?9, D", D'9). 9)

The motivation behind this design is that the proposed three
labels can be viewed as the representations provided by three
‘experts’, each offering their findings for the given image.
GT labels and pseudo labels reflect the difficulties in data
collection and model training respectively, and neighbor-
ing labels represent the relationship between similar images.
Therefore, if any two findings exhibit significant discrepan-
cies for a particular image, we treat it as a low-quality image.

Finally, to determine the probabilities of the above two
uncertainty metrics, we adopt the bimodal Gaussian Mix-
ture Model (GMM) to partition the two uncertainty met-
rics Tuple M D and Triple M D into reliable and unreliable
components. For each sample X;, we define the label confi-
dences T'label ag the posterior probability p(g|Tuple M D;)

and image confidence T'\"™*%° as the posterior probability

p(g|TripleM D), where g represents the Gaussian compo-
nent with the smaller mean, indicating the likelihood of the
sample being considered reliable. This allows us to quan-
tify the uncertainty and assess the quality of the labels and
images in the dataset.

Label Correction and Sample Weighting Module

In this module, we generate corrected labels and sample
weights based on the confidences of labels and images for
better training. We observe that the majority of label and
image confidences are close to 1, while only a small number
of confidence scores are low, indicating severe issues. To ad-
dress this, for each sample X; with confidence I';, we set a
threshold and truncate low confidences below the threshold

to zero:
T.
IFER.
&

where I'; represents the label or image confidence of X;, and
T is the threshold value.

Label correction. With the updated label confidence
I'label " we can correct the ground truth label Y; by pseudo
label Yip and neighboring label f/i". To further enhance the
accuracy of the corrected label, we employ the widely used
gaze estimation augmentation technique of horizontal flip-
ping on the original images X;, maintaining unchanged eye
gaze pitch while inverting the yaw component. This yields
the augmented pseudo label Y7*:

ifI'y > 7

10
otherwise ’ (10)

Y/P* = f(&(HorizontalFlip(X;))), (11)
Yre = (<Y T, 12)

where £ represents the encoder and f represents the fully
connected layer.
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Next, we use the neighboring sample X;;(j = 1...K)
and the corresponding reconstruction weight A;; of sample
X obtained from the neighboring labeling module to calcu-
late pseudo neighboring labels Y, and pseudo augmented
neighboring labels ¥;"”* based on Y and Y. The formu-
lations are as follows:

K A
Z Y;I;a * Az]

Jj=1

K
- ZYZ.’;. * Ay, VPO = (13)

Finally, the corrected labels are computed as a combina-
tion of the ground truth labels and the generated pseudo la-
bels:
¥ F 1o 9 pa | xn O-npa
Y, = Fliabel.}/i+(17rliabel).g(Y*in+yvip+y;p +Y;’ P+Y*i p )

(14

Sample weighting. Additionally, to reduce the effect of
low-quality samples we further exploit the image confi-
dence as a weight W; = '™ to guide the training process.
The overall loss objective is as follows:

L= Wi |l¥; = FEX);- (15)

Co-training Strategy

To further alleviate the data uncertainty both in image and la-
bel space, we follow (Friend, Reising, and Cook 1993) (Li,
Socher, and Hoi 2020) to introduce co-training strategy for
maintaining two networks 51multaneously, where they ex-
change the corrected labels Y and sample welghts W in
each iteration to prevent excessive confidence in their self-
evaluation. Furthermore, for labels with truncated confi-
dence equaling to zero, we additionally correct them by av-
eraging the corrected labels generated by both networks.

Experiment
Dataset

The experiments utilize four widely used gaze estimation
datasets: EyeDiap (Funes Mora, Monay, and Odobez 2014),
MPIIFaceGaze (Zhang et al. 2017b), Gaze360 (Kellnhofer
et al. 2019), and ETH-XGaze (Zhang et al. 2020b) (solely
utilized for pretraining the GazeTR model). For a fair com-
parison, the data partitioning and preprocessing techniques
for these datasets are maintained consistently with prior
studies, as outlined by Cheng et al. (Cheng et al. 2021).

Implementation Details

Since our approach primarily focuses on mitigating data un-
certainty through label correction and weighting, regard-
less of specific network architectures, we directly adopt
two representative state-of-the-art (SOTA) methods namely
Gaze360 (Kellnhofer et al. 2019) and GazeTR (Cheng and
Lu 2022) implemented by Cheng et al. (Cheng et al. 2021)
as baselines in our subsequent experiments. We utilize the
same network architecture and corresponding parameter set-
tings as these methods. Only for addressing the challenge of
high-dimensional feature clustering, we reduce the feature
dimension to 16 at the final layer of the encoder.
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Method Backbone Dataset
MPII Gaze360 EyeDiap

Full Face C 493 14.99 6.53
CA-Net C 427 11.20 5.27
Gaze360 C 406 11.04 5.36
CADSE T 4.04 10.70 5.25
GazeTR T 4.00 10.62 5.17
Gaze3607 C 4.17 10.78 5.46
GazeTRT T 4.00 10.61 5.34
SUGE (Gaze360) C 4.07 10.52 5.05
SUGE (GazeTR) T 4.01 10.51 5.04

Table 1: Comparison of gaze estimation performance in
terms of angle error (°) on three datasets. 'represents our
re-implemented results. C and T represent CNN (pretrained
by Imagenet) and Transformer (pretrained by ETH-XGaze)
backbone respectively.

Regarding our method, we set € to 1 to prevent excessive
TupleM D. Additionally, for the K nearest neighbor algo-
rithm, we choose the KD tree with K = 4. Moreover, we set
the warm-up epochs to 10, and the thresholds 7 for truncat-
ing label and image confidences are both set to 0.5.

Comparison with SOTA Gaze Estimation Methods

We compare our method with state-of-the-art gaze estima-
tion methods, including classical CNN-based methods pre-
trained on ImageNet, such as FullFace (Zhang et al. 2017a),
CA-Net (Cheng et al. 2020) and Gaze360 (Kellnhofer et al.
2019), as well as Transformer-based methods pretrained on
ETH-XGaze, such as CADSE (O Oh, Chang, and Choi
2022) and GazeTR (Cheng and Lu 2022). Our method fo-
cuses on purifying the data and labels, which can be eas-
ily combined with other models, so we re-implement the
leading open-source methods from both categories, namely
Gaze360T and GazeTRT, and verify the effectiveness of
our proposed method by assessing their performance with
and without our SUGE approach on the EyeDiap, MPI-
IFaceGaze, and Gaze360 datasets.

As shown in Table 1, compared with CNN-based
Gaze360T, our approach reduces angle errors by 0.1°, 0.26°,
and 0.41° on MPII, Gaze360 and EyeDiap datasets. Com-
pared with Transformer-based Gaze TR, the angle errors re-
main consistent on MPII dataset, while they are notably re-
duced by 0.10° and 0.30° on Gaze360 and EyeDiap datasets.
These results significantly suggest that our approach can im-
prove the quality of datasets, thereby ultimately achieving
the most up-to-date SOTA results in gaze estimation task.

The Effectiveness of Our Uncertainty Estimation
and Label Correction Paradigm

The issue of low-quality labels in gaze estimation is anal-
ogous to the classic problem of noisy label learning. To
demonstrate the superiority of our design, we adopt the pop-
ular noise label learning methods on the Gaze360 baseline
model and compare them with our proposed strategy on
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Gaze360 and EyeDiap datasets. It should be noted that most
latest methods (Li et al. 2023) (Wei et al. 2023) are basi-
cally designed for classification problems and can not be
suitable for our gaze regression task. Therefore, we care-
fully choose the most notable noise learning strategies: Co-
Teaching (Han et al. 2018) and DivideMix (Li, Socher, and
Hoi 2020) for verification. These two strategies can be read-
ily adapted for regression tasks since they directly utilize
the loss as the sample selection criterion. Remarkably, Di-
videMicx still maintains its preeminence as a leading method
in the most real-world benchmarks of learning from noisy
labels, like Clothing 1M.

Method Dataset
Gaze360 EyeDiap
Baseline 10.78 5.46
CoTeaching 10.59 5.18
DivideMix 10.66 5.16
SUGE 10.52 5.05

Table 2: Comparison in terms of angle error (°) on two
datasets with noise label learning methods.

The comparisons with other label noisy methods are sum-
marized in Table 2. We can see that our method outperforms
two excellent noise label methods in the gaze estimation
task, demonstrating that our proposed uncertainty estimation
can successfully access the quality of data and label and fur-
ther effectively guide the following training process. More-
over, all noise label learning strategies, including our SUGE,
surpass the baseline model, highlighting the importance of
addressing low-quality labels in the gaze estimation task.

Ablation Study

Our SUGE method benefits from its three core components.
Firstly, it involves neighboring labels combined with pseudo
labels and ground-truth labels to assess data uncertainty via
triplet-label consistency. Secondly, it designs image and la-
bel confidences for label correction and sample weighting.
Thirdly, it employs the co-training strategy for alleviating
the negative effects of label noise. We conduct ablation ex-
periments using the Gaze360 baseline model on the EyeDiap
datasets to reveal the effects of these components.

Neighboring Labeling. To validate the importance of in-
troducing neighboring labels, we conduct two ablations. In
the first ablation, we completely remove the neighboring la-
beling module, and only perform label correction based on
the consistency between ground truth labels and pseudo la-
bels, which is similar to the DivideMix (Li, Socher, and Hoi
2020) approach. In the second ablation, we only remove the
reconstruction weighting calculation and directly calculate
the average of neighbors’ labels to obtain the neighboring
labels.

In Table 3, we can see that removing the neighboring la-
beling modules (1st row) leads to an obvious performance
drop (0.11°). Besides, the weighting reconstruction strategy
(2nd row) can also bring a performance gain (0.05°).
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Method Angle Error (°)
w/o neighboring labeling 5.16
w/o reconstruction weighting 5.10
w/o sample weighting 5.10
w/o label correction 5.17
w/o sample weighting & label correction 5.23
w/o co-training 5.14
w/o entire label compositions 5.10
SUGE 5.05

Table 3: Ablation studies on EyeDiap dataset.

Label correction and sample weighting. To evaluate the
individual contributions of the label correction and sample
weighting modules, we separately remove sample weighting
and label correction modules. Besides, we also exclude both
label correction and sample weighting, which can be viewed
as an ensemble of two networks. Table 3 shows the results.
It can be seen that removing sample weighting (3rd row)
results in a performance drop (0.05°), and removing label
correction (4th row) brings a larger drop (0.12°). Obviously,
combining two strategies for training (5th row) achieves the
best performance gain (0.18°), demonstrating the necessity
of the label correction and sample weighting modules.

Co-training strategy. To mitigate accumulated errors, we
adopt the co-training strategy where two networks feed data
samples for each other during training. To validate the effect
of co-training strategy, we directly employ the self-training
strategy where two networks are trained separately. The re-
sults presented in the 6th row of Table 3 indicate that the an-
gle error of self-training is higher than co-training (0.09°),
confirming the effectiveness of the co-training strategy.

Label compositions for GT label correction To evaluate
the necessity of using the entire label composition in equa-
tion 14, we conduct an experiment using its subset, repre-
sented as Y; = Tl . Y; 4 (1 — Tlbely . L (V" 4 V). Ta-
ble 3 illustrates that utilizing this subset (7th row) results in
a higher angular error (0.05°), confirming the importance of
utilizing the entire label composition.

Parameter Value Angle Error (°)
2 5.08
K 4 5.05
6 5.09
0.4 5.11
rimage 0.5 5.05
0.6 5.09
0.4 5.14
rlabel 0.5 5.05
0.6 5.13

Table 4: Parameter analysis on EyeDiap dataset.
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Parameter Sensitivity Analysis

Our SUGE method primarily consists of three hyperparame-
ters: the number of neighbors K, label confidence threshold
rlabel "and image confidence threshold 79™%9¢. We analyze
the impact of hyperparameter settings in this experiment. As
shown in the Table 4, we can observe that within a cer-
tain range, adjusting the hyperparameters has a relatively
stable impact on the performance, and K = 4,77m%9°¢ =
0.5, 7!%%¢! = 0.5 achieves the best performance.

Visualization Results

In this subsection, we illustrate the effectiveness of our ap-
proach in reducing uncertainty of gaze estimation by visu-
alizing some samples, where either their label confidences
are set to O during training, indicating that these samples
are initially annotated as wrong labels, and will be rectified
with correct gaze directions, or their image confidences are
set to 0, showing that these are low-quality samples and will
be discarded during training. As shown in the left of Fig. 4,
our method accurately identifies and corrects wrong anno-
tated labels. Moreover, as depicted in the right of Fig. 4, our
approach demonstrates a strong capability to identify low-
quality images caused by various adverse factors.

Gaze360

|
-

MPIIFaceGaze

lﬂﬂﬂl‘l"ﬂl

l-wma_qP _

FlabPl

Figure 4: Visualization of samples with label confidences
set to 0 on the left figure and image confidences set to 0 on
the right figure. These results are sourced from the EyeDiap
dataset (folds 0, 1, 3 as the training set), Gaze360 dataset,
and MPIIFaceGaze dataset (users 1-14 as the training data),
during the initial epoch after warm-up.

Conclusion

In this study, we firstly discover the data uncertainty caused
by data collection and annotation process in gaze estimation
datasets, which is ignored by existing works. To reduce the
negative effects of low-quality images and incorrect labels,
we propose a novel approach named SUGE, which adopts
the triplet-label consistency to estimate the uncertainty and
utilizes it to guide the training process. The comprehensive
experiments conducted on popular benchmarks demonstrate
that our method significantly improves the performance of
gaze estimation.
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