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Abstract

Image animation aims to bring static images to life according to driving videos and create engaging visual content that can be used for various purposes such as animation, entertainment, and education. Recent unsupervised methods utilize affine and thin-plate spline transformations based on keypoints to transfer the motion in driving frames to the source image. However, limited by the expressive power of the transformations used, these methods always produce poor results when the gap between the motion in the driving frame and the source image is large. To address this issue, we propose to model motion from the source image to the driving frame in highly-expressive diffeomorphism spaces. Firstly, we introduce Continuous Piecewise-Affine based (CPAB) transformation to model the motion and present a well-designed inference algorithm to generate CPAB transformation from control keypoints. Secondly, we propose a SAM-guided keypoint semantic loss to further constrain the keypoint extraction process and improve the semantic consistency between the corresponding keypoints on the source and driving images. Finally, we design a structure alignment loss to align the structure-related features extracted from driving and generated images, thus helping the generator generate results that are more consistent with the driving action. Extensive experiments on four datasets demonstrate the effectiveness of our method against state-of-the-art competitors quantitatively and qualitatively. Code will be publicly available at: https://github.com/DevilPG/AAAI2024-CPABMM.

Introduction

Given an input source image and a driving video, the image animation task aims to generate a video of the object in the source image performing the same action as the object in the driving video. It can be widely used in many real-world situations such as game production (Lele et al. 2019), short video creation (Zhou et al. 2021), and film animation (Naruniec et al. 2020).

Past researchers use prior knowledge and explicit structural information of specific objects (e.g. faces (Wang et al. 2018a), human bodies (Ren et al. 2020a,b)), such as keypoints, 3D models etc., to perform motion transfer, and achieve the goal of image animation with generation models such like GANs (Goodfellow et al. 2020) and VAEs (Kingma et al. 2013). However, these methods usually rely on pre-trained models (Cao et al. 2017; Booth et al. 2018) to extract object-specific representations which are trained using expensive data annotations and cannot be used for arbitrary object categories.

Recent researchers (Siarohin et al. 2019a,b, 2021; Zhao and Zhang 2022; Wang et al. 2022) design unsupervised end-to-end pipelines to perform motion transfer without prior knowledge about the object to be animated. MonkeyNet (Siarohin et al. 2019a) is the first to propose a framework with a keypoint detector, a dense motion network and a motion transfer generator, and trains the pipeline with reconstruction loss in an end-to-end manner. FOMM (Siarohin et al. 2019b) and MRAA (Siarohin et al. 2021) both use linear affine transformations to model motion, which are not expressive enough for this task. TPSMM (Zhao and Zhang 2022) utilizes more flexible non-linear thin-plate-spline (TPS) transformation to model motion and proposes to use multi-resolution occlusion masks in the generation module. However, TPS transformation tends to significantly distort the overall image to achieve keypoint alignment which can cause large destruction to the information in source image and thus be detrimental to preserving the
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identity of source object. Besides, their detected sets of keypoints are messy and the accuracy is not high, which limits the expressiveness of TPS transformation.

To address the above issues, we view the image animation task from two different perspectives: transferring the motion of each driving frame to the source image, or transferring the appearance of the source image to each driving frame. These two different perspectives correspond to two key challenges of this task: motion transfer and identity preservation. In order to achieve these two objectives, the flexibility and expressive power of the utilized transformations, as well as the accuracy of the detected keypoints, are crucial.

Based on these observations, we make several novel improvements to previous unsupervised methods. Firstly, we leverage Continuous Piecewise-Affine Based (CPAB) transformations (Freifeld et al. 2017) to model motion (see Figure 1), which is a simple yet highly expressive representation of complicated diffeomorphism spaces. Compared to TPS which performs image transformation in its entirely, CPAB applies transformation on the image in a piece-wise manner, which can better preserve the features of the original image in the course of motion transfer, thus significantly improving the ability to maintain the identity of object in the source image. In this paper, we propose a carefully-designed gradient descent inference algorithm to estimate the corresponding CPAB transformation from a pair of keypoint sets. Secondly, we propose a Keypoint Semantic loss to further constrain the keypoint detector and improve the semantic consistency between the corresponding keypoints on source and driving images. In order to obtain semantic information from the vicinity of keypoints on the image, we leverage the Segment Anything model (Kirillov et al. 2023) to extract keypoint-corresponded semantic information.

Finally, we extract structural information from generated and driving images with pre-trained DINO ViT model (Caron et al. 2021; Tumanyan et al. 2022) and design a Structure Alignment loss to assist the generator to generate results that are more consistent with the driving action.

Our main contributions can be summarized as follows:

- We introduce Continuous Piecewise-Affine Based (CPAB) transformation for image animation, which models motion from the source to the driving frame in highly-expressive diffeomorphism spaces. And we present an inference algorithm to generate CPAB transformation from control keypoints.
- We first present a SAM-guided keypoint semantic loss to improve the results of keypoint detector. Besides, we design an innovative structure alignment loss to help the generator perform the motion transfer better.
- Extensive experiments and analysis demonstrate the effectiveness and superiority of our proposed method against state-of-the-art competitors on four datasets.

**Related Work**

**Video Generation**

Video generative methods have developed in diverse types, such as flow-based models (Kingma and Dhariwal 2018), variational autoencoders (Kingma et al. 2013), generative adversarial networks (Goodfellow et al. 2020), and autoregressive models (Chen et al. 2020). With the rapid development of deep learning approaches, recent methods have started to introduce conditional variational autoencoders into the task of video generation. (Wang et al. 2018b) proposes a novel conditional multimodel network to tackle the one-to-many video generation task, which explicitly utilizes facial landmarks for synthesizing smile video sequences. By learning motion and content disentanglement in an unsupervised manner, MoCoGAN (Tulyakov et al. 2018) presents a motion and content decomposed generative adversarial framework to map a sequence of random embeddings to a sequence of video frames to generate the final video. Our method utilizes a novel nonlinear warping formulation to generate the target video by predicting the dense motion between the source image and driving frames.

**Image Animation**

Previous methods (Wang et al. 2018a; Doukas, Zafeiriou, and Sharmanoska 2021; Ren et al. 2020b) rely on explicit structural representations such as 2D landmarks and 3D models either annotated or extracted by pre-trained models to perform motion transfer on specific objects such as faces and human bodies. Recent unsupervised methods (Siarohin et al. 2019b, 2021; Zhao and Zhang 2022) utilize video reconstruction task as self-supervision to train a framework in an end-to-end manner. FOMM (Siarohin et al. 2019b) utilizes a first-order motion model which regresses affine transformation parameters from the source and driving keypoints to estimate dense motion and makes the generation network occlusion-aware by predicting occlusion maps in dense motion network. MRAA (Siarohin et al. 2021) uses a PCA-based inference algorithm to calculate affine parameters which improves stability and performs better for articulated motions. It also proposes a background motion predictor to estimate background motion with an additional affine transformation. TPSMM (Zhao and Zhang 2022) predicts several sets of keypoints from the source and driving image and uses each pair of keypoint sets to calculate a thin-plate-spline transformation to increase the flexibility of motion model, and proposes to predict multi-resolution occlusion maps. Compared with TPSMM, we use a gradient descent-based inference method to estimate Continuous Piecewise-Affine Based transformations and design a Keypoint Semantic loss based on SAM model (Kirillov et al. 2023) to improve the keypoint detector.

**Method**

The overview of our method is shown in Figure 2. The architecture of our framework is based on the TPSMM baseline (Zhao and Zhang 2022). The differences between TPSMM and our framework are as follows: 1) Instead of thin-plate-spline transformation, we leverage Continuous Piecewise-Affine Based (CPAB) transformation to estimate dense motion from source frame to driving frame. What’s more, in order to fully take advantage of the expressive ability of CPAB, we further combine all sets of keypoints...
Driving Source Frame CPA velocity fields. Certain type of tessellation, denoted by $x \in N$ is a set of $N$ sets of $\Omega$. Let $\Omega$ be $\mathbb{R}^2$ or a certain subset of $\mathbb{R}^2$ (e.g. image space). Then a diffeomorphism $\Omega : \Omega \rightarrow \Omega$ can be obtained via integration of some velocity fields. In our setting we choose $\Omega$ sets of keypoints and generate a global CPA space with all the keypoints. Then we integrate the $\Omega + 1$ CPA spaces and obtain $\Omega + 1$ CPA spaces and obtain $\Omega + 1$ CPA spaces and generate a global CPA transformation. Especially, we combine $\Omega$ local CPA spaces with our Keypoint-Based Transformation Inference algorithm. Especially, we combine $\Omega$ local CPA spaces with our Keypoint-Based Transformation Inference algorithm. 2) In addition to equivariance loss, we further utilize Segment Anything Model (Kirillov et al. 2021; Tumanyan et al. 2022) to extract structural-related features from the generated frame and driving frame and design a structure loss to generate better results.

**Preliminaries on CPAB Transformation**

This section provides the definition and formulation of Continuous Piecewise-Affine Based transformation in 2D space. Let $\Omega$ be $\mathbb{R}^2$ or a certain subset of $\mathbb{R}^2$ (e.g. image space). Then a diffeomorphism $T : \Omega \rightarrow \Omega$ can be obtained via integration of some velocity fields. In our setting we choose spaces of $\Omega \rightarrow \mathbb{R}^2$ CPA velocity fields as foundation to construct CPA transformation.

**Tessellation.** The piecewise of CPA is implemented as a certain type of tessellation, denoted by $P = \{U_c\}_{c=1}^{N_p}$, which is a set of $N_p$ closed subsets (cells) of $\Omega$ such that $U_1 \cup U_2 \cup \cdots \cup U_{N_p} = \Omega$ and the intersection of any adjacent cells is their shared border. We use type-II regular tessellation in (Freifeld et al. 2017), as shown in Figure 3. We define an index function $Idx : \Omega \rightarrow \{1, \cdots, N_p\}$ which maps a point $x \in \Omega$ to the index of the cell $x$ is located.

**CPA velocity fields.** Based on tessellation $P$, a transformation $f : \Omega \rightarrow \mathbb{R}^2$ is defined as Piecewise-Affine (PA) w.r.t. $P$ if $\{f \mid U_c\}_{c=1}^{N_p}$ are all affine, i.e.:

$$f(x) = A_{Idx(x)} \bar{x},$$

(1)

where $\bar{x}$ denotes the homogenous coordinates of $x$ and $A_c \in \mathbb{R}^{2 \times 3}$ is an affine transformation matrix. Based on this, if $f$ is continuous and PA, $f$ is called CPA. Denote $\Omega \rightarrow \mathbb{R}^2$ CPA velocity fields as $V_{\Omega,P}$ which depends on $\Omega$ and $P$, and let $d = dim(V_{\Omega,P})$. Then for any given vector $\theta \in \mathbb{R}^d$ there exists a unique velocity field $v_\theta \in V_{\Omega,P}$ that corresponds to $\theta$ one-to-one: $\theta \leftrightarrow v_\theta$, where $\theta$ serves as control parameters of velocity field $v_\theta$. Let $B = \{B_1, \cdots, B_d\}$ denote a set of control basis calculated from constraint conditions, and let $A_\theta \triangleq (A_{1,\theta}, \cdots, A_{N_p,\theta})$ denote the matrix parameters of piecewise affine transformations corresponding to $v_\theta$, then according to derivation in (Freifeld et al. 2017), $A_\theta$ is calculated from $\theta$ and $B$ as follows:

$$A_\theta = \text{vec}^{-1}(\sum_{i=1}^{d} \theta_i B_i),$$

(2)

where vec denotes matrix vectorization operation.

**From CPA velocity fields to CPAB Transformation.** Firstly for continuous $\Omega \rightarrow \mathbb{R}^2$ CPA velocity fields, we can define $\Omega \rightarrow \mathbb{R}^2$ trajectories for any $x \in \Omega$ and corresponding $v_\theta \in V_{\Omega,P}$ as $t \rightarrow A_\theta(x, t)$. Here $t$ can be interpreted as movement time along trajectory, and $A_\theta(x, t)$ should be the solution of the following integral equation:

$$A_\theta(x, t) = x + \int_0^t v_\theta(A_\theta(x, k))dk \text{ where } v_\theta \in V_{\Omega,P}.$$

(3)
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Figure 3: Visualization examples of type-II tessellation which divides image space into squares of same size.

The equivalent ordinary differential equation of Eq. 3 is:

$$\frac{d\Lambda_\theta(x,t)}{dt} = v_\theta(\Lambda_\theta(x,t)).$$  (4)

Without loss of generality, fix $t = 1$ and vary $x$, then $x \mapsto \Lambda_\theta(x,t)$ constitutes an $\Omega \rightarrow \Omega$ transformation, denoted as $T^\theta(x) \triangleq \Lambda_\theta(x,1)$. Then with matrix exponential operation $\exp$ and condition $t = 1$, the solution of Eq. 4 is $T^\theta = \exp(v_\theta)$. Based on this, the space of CPAB transformations $T_{\Omega,P}$ is defined as:

$$T_{\Omega,P} \triangleq \exp(V_{\Omega,P}) \triangleq \{\exp(v_\theta) | v_\theta \in V_{\Omega,P}\}$$  (5)

CPAB Motion Model

As mentioned earlier, we utilize Continuous Piecewise-Affine Based (CPAB) transformations to estimate motion from the source image to the driving frame. Similar to (Zhao and Zhang 2022), we use a Keypoint Detector to predict $N$ sets of keypoints, each set contains 5 points. Our goal here is to obtain a fitting CPAB transformation $T^\theta_i$ for each pair of keypoints set denoted as $(kp^\theta_i, kp'^\theta_i)$ where $i \in \{1, N\}$ and $kp^\theta_i, kp'^\theta_i \in \mathbb{R}^{5 \times 2}$. We divide this goal into two steps: we first obtain the corresponding CPA parameters $\theta_i$, based on each pair of keypoint sets $(kp^\theta_i, kp'^\theta_i)$, and then calculate the specific transformation results through simulation integration of CPA spaces represented by $\theta_i$.

Keypoint-Based Transformation Inference. It has been clarified in Section 3 that there is a one-to-one correspondence between $\theta$ and $v_\theta$ and we can obtain the affine transformations $A_\theta$ corresponding to $v_\theta$ with Eq. 2. Thus the key here is to find an appropriate parameter $\theta_i$ such that $T^\theta_i$ can maximize alignment between $kp^\theta_i$ and $kp'^\theta_i$ through warping. Here in our pipeline the warping function is back-warping, so the objective is $\min \{< T^\theta_i(kp'^\theta_i), kp^\theta_i > \}$ where $< \cdots >$ denotes some distance function. Considering the whole process of obtaining transformation results from given $\theta_i$ and keypoint pairs $(kp^\theta_i, kp'^\theta_i)$ (see details in Algorithm 1 in supplementary) is differential, we can obtain the optimal $\theta_i$ with gradient descent. To be specific, we use a $\mathcal{L}_1$ loss $\mathcal{L}_{kp}$ to optimize $\theta_i$:

$$\mathcal{L}_{kp} = E_i(|T^\theta_i(kp'^\theta_i) - kp^\theta_i|_1).$$  (6)

Through experiments, we have found that 200 iterations of training are good enough for a fitting $\theta_i$.

Integration of CPA Spaces. Given a CPA space with parameter $\theta \in \mathbb{R}^c$, tessellation $P$, control basis $B$ and a set of points in $\mathbb{R}^2$, we can obtain the transformed points in a differential way. Using Eq. (2) we can obtain the affine matrix of each cell in tessellation $P$. Then according to Eq. (5) we can calculate the CPAB transformation matrix of each cell. Based on this, for each point $x$ in the input grid we first find the cell number $c$ that it is located in with index function $Id_x(x)$, then we use the corresponding transformation $T_{\theta_i}^\theta$ to transform $x$. After several steps of these operations, we obtain the final transformed results. The whole calculation process is summarized in Algorithm 1 in supplementary. Note that we can use this algorithm to directly calculate $\mathcal{L}_{kp}$ in Eq. (6) by taking $kp'^\theta_i$ as input. We can also generate optical flow of a certain $\theta$ by inputting a standard image grid of $\mathbb{R}^{H \times W \times 2}$ to Algorithm 1.

Global CPAB Transformation Estimation. The CPAB transformation has strong expressive ability and is capable of performing keypoint-based transformation for a large number of keypoints, which is a significant advantage over TPS transformation. To fully take advantage of CPAB transformation, we further combine all sets of keypoints and generate a global CPAB transformation $T^\theta_{N+1}$ which transforms all the keypoints, as shown in Figure 2.

Following (Starohin et al. 2021; Zhao and Zhang 2022), an extra background transformation $T^A$ is predicted by Background Affine Predictor. Then we use the total $N+2$ transformations to back-warp the source image. The $N+2$ warped images are cascaded and fed into Dense Motion Net (Newell, Yang, and Deng 2016) to predict $N+2$ confidence maps $M_k \in \mathbb{R}^{H \times W}$, $k \in [0, N+1]$, which are then used to combine all the transformations and generate the final dense optical flow $T$ as:

$$T(p) = M_0(p)T^A(p) + \sum_{k=1}^{N+1} M_k(p)T^\theta_k(p),$$  (7)

where $p \in \Omega$ denotes pixel coordinates in image space. The dense optical flow $T$ is then fed into following Inpainting Net to warp the feature maps of the source frame and reconstruct the driving frame (Figure 2).

SAM-Guided Keypoint Semantic Loss

The transformation estimation in this unsupervised end-to-end framework is based on keypoints, however, without a direct constraint on the keypoints, the predicted keypoints are messy, i.e., the $i$-th keypoint in source image has different semantics with the $i$-th keypoint in driving image. We aim to improve the semantic consistency between corresponding keypoints, i.e., the keypoint in the source image should be in the same part of the object as the corresponding keypoint in the driving frame. This requirement is very challenging because all the keypoints are predicted without supervision. Based on this observation, we propose to extract semantic information from the vicinity of keypoints on the image with pre-trained SAM, and design a Keypoint Semantic loss which directly constrains the one-to-one correspondence between source and driving keypoints.

As shown in Figure 4, we build a Keypoint Semantic Extractor using the ViT image encoder, the keypoint encoder, and the transformer decoder from pretrained SAM. The image encoder extracts image embeddings $IE_s$ and $IE_d$ from the source and driving image, and the keypoint encoder extracts keypoint embeddings $KE_s$ and $KE_d$ from source
and driving keypoints separately. The transformer decoder takes image embedding ($I_E_s, I_E_d$) and keypoint embedding ($K_E_s, K_E_d$) as inputs, and outputs Image-Keypoint Embeddings ($IK_E_s, IK_E_d$), which contain the semantic information of the vicinity of the keypoints on the image. We propose the Keypoint Semantic loss $L_{KS}$ to maximize the cosine similarity between $IK_E_s$ and $IK_E_d$:

$$L_{KS} = \frac{1}{N \times 5} \sum_{i=1}^{N \times 5} \left( 1 - \frac{IK_E_{s,i} \cdot IK_E_{d,i}}{\max(||IK_E_{s,i}||, ||IK_E_{d,i}||, \epsilon)} \right),$$  

(8)

where $IK_E_{s,i}, IK_E_{d,i}$ denote the semantic image-keypoint embeddings of $i$-th keypoint in source and driving image.

### Structural Alignment Loss from DINO ViT

Our training process is self-supervised as an image reconstruction task. The whole framework is trained to generate images that have the same structure as the driving frame while maintaining the appearance of the source frame. In our training process, the appearance information of source and driving images are always the same, so the key here is to transfer motion from source to driving, which can also be interpreted as generating images with a structure consistent with driving frames. A recent work (Tumanyan et al. 2022) found the global CLS token from deep layers of ViT provides a powerful representation of visual appearance, while the self-similarity of keys from last layer of ViT captures structural information.

To improve the structure consistency between driving frame and generated image, we feed them into pre-trained DINO ViT (Caron et al. 2021) separately and calculate the self-similarity matrices of keys in last layer, denoted as $SK_d$ and $SK_g$, then the Structure Alignment loss is calculated as:

$$L_{struc} = ||SK_g - SK_d||_F.$$  

(9)

### Training Losses

We use the VGG-19 perceptual loss (Johnson et al. 2016) between driving frame $I_d$ and generated frame $I_g$ as a reconstruction loss:

$$L_{perc} = \sum_j \sum_i |V_i(I_d^{(j)}) - V_i(I_g^{(j)})|,$$  

(10)

where $V_i$ denotes the $i$th layer of pre-trained VGG-19 network. $I_d^{(j)}$ and $I_g^{(j)}$ denote driving frame and generated frame downsampled for $j$ times. We further follow TPSMM to use a warp loss as:

$$L_{warp} = \sum_i \{T(E_i(I_s)) - E_i(I_d)|,$$  

(11)

where $I_s$ is source image and $E_i$ denotes the $i$th layer of encoder in Inpainting Net. The total reconstruction loss is:

$$L_{recon} = L_{perc} + L_{warp}. $$  

(12)

For regular constraint of Keypoint Detector, we also use equivariance loss:

$$L_{eq} = |E_{kp}(T^{rand}(I_d)) - T^{rand}(E_{kp}(I_d))|,$$  

(13)

where $E_{kp}$ is Keypoint Detector and $T^{rand}$ denotes a random TPS transformation.

Overall, the total training loss function is:

$$L = \lambda_r L_{recon} + \lambda_e L_{eq} + \lambda_k L_{KS} + \lambda_s L_{struc},$$  

(14)

where $\lambda_r, \lambda_e, \lambda_k, \lambda_s$ are hyper-parameters.

### Experiments

### Datasets

Following TPSMM (Zhao and Zhang 2022), we train and test our method on four datasets of different object categories (e.g. human bodies, faces, pixel animals). We use the same data pre-processing protocol and train-test split strategy as in (Siarohin et al. 2021). The datasets are as follows:

- **TaiChiHD** (Siarohin et al. 2019b) consists of videos showcasing full-body TaiChi performances downloaded from YouTube and cropped to a resolution of $256 \times 256$ based on the bounding boxes around the performers.
- **TED-talks** (Siarohin et al. 2021) contains videos of TED talks downloaded from YouTube, which were down-scaled to $384 \times 384$ resolution based on the human upper bodies. The video length ranges from 64 to 1024 frames.
- **VoxCeleb** (Nagrani et al. 2017) comprises of videos featuring various celebrities speaking, which were down-loaded from YouTube and cropped to a resolution of $256 \times 256$ based on the bounding boxes surrounding their faces. Video length ranges from 64 to 1024 frames.
- **MGif** (Siarohin et al. 2019a) is a collection of .gif files featuring pixel animations of animals in motion, which was obtained through Google searches.

### Experiment Settings

#### Evaluating Protocols

There are two different sets of performance evaluating protocols: 1) Image reconstruction, where the first frame of each video is used as source image and subsequent frames are used as driving frames for animation, making driving frames the ground truth, allowing for quantitative evaluation. 2) Image animation, which represents the actual usage scenario, a single image is paired with a driving video of a different object for animation. In this case, there is no ground truth, making it impossible to
Table 1: Quantitative comparison of video reconstruction task with the state of the art on four different datasets.

<table>
<thead>
<tr>
<th>Source</th>
<th>Driving</th>
<th>TPSMM</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2Face</td>
<td>0.080</td>
<td>(17.65, 0.109)</td>
<td>0.27</td>
</tr>
<tr>
<td>MonkeyNet</td>
<td>0.077</td>
<td>(10.80, 0.059)</td>
<td>0.288</td>
</tr>
<tr>
<td>FOMM</td>
<td>0.055</td>
<td>(6.62, 0.031)</td>
<td>0.164</td>
</tr>
<tr>
<td>MRAA</td>
<td>0.048</td>
<td>(5.41, 0.025)</td>
<td>0.149</td>
</tr>
<tr>
<td>TPSMM</td>
<td>0.045</td>
<td>(4.57, 0.018)</td>
<td>0.151</td>
</tr>
<tr>
<td>Ours</td>
<td>0.041</td>
<td>(4.61, 0.021)</td>
<td>0.117</td>
</tr>
</tbody>
</table>

Table 2: Ablation of key components of proposed method.

<table>
<thead>
<tr>
<th></th>
<th>L1</th>
<th>(AKD, MKR)</th>
<th>AED</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPSMM</td>
<td>0.045</td>
<td>(4.57, 0.018)</td>
<td>0.151</td>
</tr>
<tr>
<td>+CPAB</td>
<td>0.044</td>
<td>(5.10, 0.024)</td>
<td>0.123</td>
</tr>
<tr>
<td>+CPAB,Global</td>
<td>0.044</td>
<td>(4.96, 0.023)</td>
<td>0.121</td>
</tr>
<tr>
<td>+CPAB,Global, LKS</td>
<td>0.043</td>
<td>(4.78, 0.024)</td>
<td>0.119</td>
</tr>
<tr>
<td>+CPAB,Global, Lstruc</td>
<td>0.042</td>
<td>(4.81, 0.023)</td>
<td>0.122</td>
</tr>
<tr>
<td>full model</td>
<td>0.041</td>
<td>(4.61, 0.021)</td>
<td>0.117</td>
</tr>
</tbody>
</table>

Figure 5: Video reconstruction task: some bad cases generated by TPSMM, while our method performs better.

Quantitative Evaluation

We quantitatively compare our method with previous baseline methods: X2Face (Wiles et al. 2018), MonkeyNet (Siarohin et al. 2019a), FOMM (Siarohin et al. 2019b), MRAA (Siarohin et al. 2021) and TPSMM (Zhao and Zhang 2022). The quantitative results of video reconstruction task on four datasets are shown in Table 1. Our method achieves significant improvements on $L_1$ and AED metrics, which indicates that our model can reconstruct images closer to real ones and better preserve object identity. However, our AKD and MKR metrics on TaiChiHD and VoxCeleb datasets are slightly worse than TPSMM. This might be caused by the discrepant properties between TPS and CPAB transformations. TPS transformation prioritizes aligning keypoints and tends to significantly distort the overall image to achieve keypoint alignment, thus enabling more direct motion transfer. In contrast, CPAB transformation tends to adjust the interior of the image using different velocity fields in each tessellation cell to perform warping while maintaining the overall image shape, thus better preserving overall information.

Qualitative Evaluation

Here we qualitatively compare our method with the current state-of-the-art method TPSMM with two protocols: video reconstruction and image animation, and conduct a user study to subjectively compare image animation results.

Here we qualitatively compare our method with the current state-of-the-art method TPSMM with two protocols: video reconstruction and image animation, and conduct a user study to subjectively compare image animation results.
Figure 6: Qualitative comparison with MRAA and TPSMM on image animation task: TaiChiHD (top left), TED-talks (top right), VoxCeleb (bottom left), MGif (bottom right). Please refer to the supplementary material for more examples.

Figure 7: Examples of detected keypoints. Our method detects more keypoints that are evenly distributed across the object with higher quality. Yellow points on the background detected by our method capture the background motion.

detected by our keypoint detector are evenly distributed on the object with higher accuracy.

**Image Animation.** Some image animation results on four datasets comparing with TPSMM and MRAA are shown in Figure 6. For fair comparison, we use the standard mode to generate animation results for all methods. The results demonstrate that our method outperforms MRAA and TPSMM in terms of overall quality of generated image, maintenance of identity and image details, while comparable to TPSMM in terms of motion transfer.

**User Study.** We conducted a subjective user study to compare our method with MRAA and TPSMM. We randomly selected 20 videos generated by MRAA, TPSMM and our method on four datasets (five videos per dataset) and invited 35 volunteers to watch them, selecting the ones they preferred the most. We calculated proportion of votes obtained by each method on each dataset, and our method received more than half of the votes in all four datasets with proportions of 56.57%, 50.86%, 55.43% and 65.71% separately.

**Ablation Study**

In this section, we conduct comprehensive ablation experiments on TaiChiHD dataset to systematically evaluate the contribution of key components to the final performance of the proposed method. We add our proposed components in turn and compare them with MRAA and TPSMM on video reconstruction metrics. The results are shown in Table 2.

In the third row of Table 2 we replace the 10 TPS transformations with 10 CPAB transformations with tessellation size of $4 \times 4$, resulting in significant improvement on AED metric, demonstrating CPAB transformation’s advantage of preserving identity. In the fourth row of Table 2 we add an extra global CPAB transformation with a tessellation size of $6 \times 6$ which improves AKD and MKR, indicating better motion transfer. In the fifth row of Table 2, we add our Keypoint Semantic loss in the training process, which achieves improvement in all metrics, proving the importance of the quality of keypoint prediction for exerting the expression ability of transformation. However, after adding $L_{KS}$ there exists a slightly higher MKR, which is not expected. In the sixth row, we add our Structure Alignment loss in the training process, which successfully improves $L_1$, AKD and MKR.

**Conclusion**

In this paper, we propose an unsupervised image animation method leveraging continuous piecewise-affine velocity field to estimate motion from the source image and generate corresponding optical flow. We utilize Segment Anything model to extract semantic information for keypoints and design a Keypoint Alignment loss to improve the performance of keypoint detector. Then, we use pre-trained DINO ViT to extract the structural-related information between the generated image and driving image and utilize a Structural Alignment loss to improve the motion transfer ability of the inpainting net. Experiments demonstrate that our method achieves state-of-the-art performance on most benchmarks.
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