Deep Unfolded Network with Intrinsic Supervision for Pan-Sharpening
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Abstract
Existing deep pan-sharpening methods lack the learning of complementary information between PAN and MS modalities in the intermediate layers, and exhibit low interpretability due to their black-box designs. To this end, an interpretable deep unfolded network with intrinsic supervision for pan-sharpening is proposed. Building upon the observation degradation process, it formulates the pan-sharpening task as a variational model minimization with spatial consistency prior and spectral projection prior. The former prior requires a joint component decomposition of PAN and MS images to extract intrinsic features. By being supervised in the intermediate layers, it can selectively provide high-frequency information for spatial enhancement. The latter prior constrains the intensity correlation between MS and PAN images derived from physical observations, so as to improve spectral fidelity. To further enhance the transparency of network design, we develop an iterative solution algorithm following the half-quadratic splitting to unfold the deep model. It rigorously adheres to the variational model, significantly enhancing the interpretability behind network design and efficiently alternating the optimization of the network. Extensive experiments demonstrate the advantages of our method compared to state-of-the-arts, showcasing its remarkable generalization capability to real-world scenes. Our code is publicly available at https://github.com/Baixuxz7/DISPNet.

Introduction
Due to the physical limitations in satellite systems, it is difficult to achieve high spatial resolution and high spectral resolution simultaneously through the equipped sensors (Zhang et al. 2022). Fortunately, the captured multi-spectral (MS) images and panchromatic (PAN) images offer complementary information, making it possible to generate ideal high-resolution multi-spectral (HRMS) images. Specifically, MS images offer rich spectral information across multiple bands with lower spatial resolution. The single-band PAN images possess higher spatial resolution at the expense of spectral richness. In this context, pan-sharpening has emerged as a viable technique (Vivone et al. 2020), which aims to fuse the MS image and PAN image to produce HRMS images that preserve the spatial resolution of the PAN image, while incorporating the spectral richness of the MS image. For the excellent characteristics of HRMS images, the pan-sharpening technology holds significant importance across diverse domains (Casagli et al. 2023; Wang et al. 2023).

The traditional pan-sharpening techniques can be divided into three categories, namely Component Substitution (CS), Multi-resolution Analysis (MRA), and Model-based Optimization (MO). CS methods utilize reversible projection algorithms to extract specific components from both the MS and PAN images, which are then replaced or merged to restore the pan-sharpened image (Ghahremani and Ghassemian 2016). In the MRA approaches, a multi-resolution decomposition technique is employed to extract high-frequency spatial details from the PAN image. These details are subsequently injected into the resized MS component, aiming to enhance the spatial textures (Alparone et al. 2016). These two types of methods involve a trade-off between the preservation of spectral accuracy and the enhance-
the stages task-biased, which weakens the network’s ability to extract hierarchical feature information, leading to information homogenization and hampering performance improvement (Yang et al. 2022). Furthermore, most existing deep learning-based methods predominantly emphasize constructing deeper and more sophisticated network topologies in a black-box manner, neglecting the consideration of model interpretability and overlooking the intrinsic information between different modalities (Jin, Gu, and Xie 2022).

In summary, the existing state-of-the-art (SOTA) pan-sharpening methods suffer from two major drawbacks: the absence of supervision constraints on the internal feature information within intermediate layers of the network, and the lack of network model designs with physical interpretability. To this end, we propose an interpretable deep unfolded network with intrinsic supervision for pan-sharpening, which combines the advantages of model-based and deep-learning approaches. To begin, we consider the degradation process of the images, and formulate the pan-sharpening problem as an optimization of a variational model with two novel priors, namely spatial consistency prior and spectral projection prior. Concerning the spatial consistency prior, it can be observed that PAN and MS sensors capture the same scene in distinct modalities, inherently encompassing consistent spatial components and unique spectral response characteristics, as illustrated in Figure 2. The former corresponds to the spatial attributes of terrestrial objects, while the latter corresponds to the interactions between different spectral bands and environmental factors. Hence, we decompose the features in the intermediate layers of the network into intrinsic spatial components and spectral responses and form intrinsic supervision by imposing constraints on these intrinsic information, as shown in Figure 1 (d). This process aligns the learned features of the network more closely with physical observations, thereby facilitating subsequent network learning and enhancing the performance of pan-sharpening. Moreover, the constrained spatial components exhibit more high-frequency spatial details, while their spectral responses possess unique spectral characteristics. Regarding the spectral projection prior, the energy acquired in the wide PAN band undergoes filtration, culminating in the MS image with energy distributed across several narrow spectral bands. Consequently, the paired PAN and MS images inherently exhibit a strong intensity correlation, which is treated as a prior to promote the correlation among different spectra. Additionally, we introduce an innovative iterative algorithm to guide model design, augmenting interpretability. Extensive experiments are conducted to demonstrate the superior performance of our proposed method both qualitatively and quantitatively, showcasing its remarkable generalization capability to real-world scenes.

Our contributions are summarized as followed:

- We formulate pan-sharpening as an optimization of a variational model incorporating spatial consistency and spectral projection priors, with the aim of improving spatial quality and strengthening modality correlation.
- For the unfolding of deep networks under the variational framework, an iterative algorithm integrated with convo-

![Figure 2: Examples of the component decomposition of the PAN and MS images. The bottom group and top group respectively displays extracted intermediate features under the consistency constraints or not. Intrinsic supervision on consistency constraints provides appropriate allocation of low-frequency spectral information and high-frequency spatial details for the extracted features.](image)
lutional neural networks is introduced for transparent design to enhance the network interpretability.

- Task-relevant loss and intrinsic supervision loss are tailored to provide supervision for the final and intermediate layers of the network, which facilitates the information interaction between different modalities and improves the pan-sharpening performance.

**Method**

**Model Formulation**

Pan-sharpening can be conceptualized as a problem of single MS image super-resolution, guided by the associated PAN image. Mathematically, the low-resolution MS image \( L \) can be represented as the degradation version of the high-resolution MS image \( H \), denoted as \( L = DBH + N \). In this equation, \( B \) and \( D \) stand for blurring and down-sampling operators, respectively, while \( N \) represents the noise. Based on this observation model, the high-resolution MS images can be obtained by solving the following minimization problem:

\[
\arg\min_{H} \frac{1}{2} \|L - DBH\|_2^2 + \sum_i \omega_i \Omega_i(H, P),
\]

where \( P \) denotes the PAN image containing complementary spatial information to assist in the restoration of the HRMS image, \( \omega_i \) is the \( i^{th} \) Lagrange multiplier, and \( \Omega_i(H, P) \) describes the \( i^{th} \) regularization function. Motivated by the aforementioned observations that PAN and MS images describe the same scene and share consistent spatial components under the same resolution, we introduce a spatial consistency prior \( \Omega_1(P, H) = \|T_p H - T_h H\|_2^2 \), where \( T_p \) and \( T_h \) represent the extraction of spatial components from the PAN image and MS image, respectively. Draw from the spectral observation model in the imaging process, the intensity correlation between the two modalities is considered as the spectral projection prior \( \Omega_2(P, H) = \|IP - DBH\|_2^2 \), where \( I \) functions to transfer intensity information from the PAN band to the MS bands, thereby establishing a relationship between their intensities. With the incorporation of these priors, Eq. (1) can be reformulated as:

\[
\arg\min_{H} \frac{1}{2} \|L - DBH\|_2^2 + \frac{\eta_1}{2} \|T_p H - T_h H\|_2^2 + \frac{\eta_2}{2} \|IP - DBH\|_2^2.
\]

(2)

**Optimization**

Following the framework of half-quadratic splitting (HQS) (Sun et al. 2020), two auxiliary variables \( U \) and \( V \) are introduced to reformulate Eq. (2):

\[
\arg\min_{H, U, V} \frac{1}{2} \|L - DBH\|_2^2 + \frac{\eta_1}{2} \|U - H\|_2^2 + \frac{\eta_2}{2} \Omega_1(P, U) + \frac{\lambda_1}{2} \|V - H\|_2^2 + \frac{\lambda_2}{2} \Omega_2(P, V),
\]

(3)

where \( \eta_1, \eta_2, \lambda_1 \) and \( \lambda_2 \) are penalty parameters. To achieve the unrolling inference, Eq. (3) can be divided into the following three sub-problems and solved alternatively:

\[
U^{(k)} = \arg\min_{U} \frac{\eta_1}{2} \|U - H^{(k)}\|_2^2 + \frac{\eta_2}{2} \|T_p P - T_h U\|_2^2,
\]

(4)

\[
V^{(k)} = \arg\min_{V} \frac{\lambda_1}{2} \|V - H^{(k)}\|_2^2 + \frac{\lambda_2}{2} \|DBV - IP\|_2^2,
\]

(5)
Deep Unfolded Network

The constructed deep unfolded network comprises \( K \) stages, deliberately designed to align with \( K \) iterations in the optimization algorithm, as illustrated in Figure 3. In each stage, three variables, namely \( U, V, \) and \( H \), are alternately updated, corresponding to the UNet, VNet, and HNet architectures as illustrated in Figure 4. Specifically, the operators \( T_p, T_h, \) and \( T_h^T \) are realized using three convolutional network layers employing \( 3 \times 3 \) kernels along with the activation function \( \text{PReLU}(\cdot) \). The degraded and blurred operator \( DB \) is emulated through a single convolution layer featuring \( 3 \times 3 \) kernels and \( \text{Relu}(\cdot) \) activation function, augmented with a max-pooling layer for downsampling at the tail end. Moreover, the inverse operator \( (DB)^T \) diverges from \( DB \) by incorporating an upsampling layer rather than a downsample layer at its terminus. The operator \( I \) encompasses a max-pooling operation for downsampling and a three-layer convolution network utilizing \( 3 \times 3 \) kernels with \( \text{PReLU}(\cdot) \) activation. It is worth noting that the VNet and HNet share identical network structures for the operators \( DB \) and its inverse operators \( (DB)^T \) while having distinct parameters.

**Loss Functions**

To stabilize the network’s performance, we employ \( \ell_2 \) supervised loss at each stage of the network, which can be expressed as:

\[
\mathcal{L}_{\text{ref}} = \sum_{k=1}^{K} \left\| H(k) - GT \right\|_F^2, \tag{13}
\]

where \( H(k) \) is the output of the \( k^{th} \) stage, and \( GT \) is the reference. As previously mentioned, images of different modalities are decomposed into spatial components and spectral responses through the specific network:

\[
(L_{\text{MS}}, R_{\text{MS}}) = T_h(H), \quad (L_{\text{PAN}}, R_{\text{PAN}}) = T_p(P), \tag{14}
\]

where \( L_{\text{MS}} \) and \( R_{\text{MS}} \) refer to the spatial component and spectral response of MS modalities, \( L_{\text{PAN}} \) and \( R_{\text{PAN}} \) refer to the spatial component and spectral response of PAN modalities, respectively. Within identical scenes, spatial components of distinct modalities are anticipated to exhibit consistency. The reconstruction of the spectral image can be feasible under the given spatial component and spectral responses. Moreover, spatial components should integrate enhanced texture details, while the spectral responses possess smoothness. Hence, the following loss functions are designed for the supervision of intermediate features generated by \( T_h \) and \( T_p \):

\[
\mathcal{L}_{\text{equal}} = \left\| L_{\text{MS}} - L_{\text{PAN}} \right\|_1, \tag{15}
\]

\[
\mathcal{L}_{\text{rec}} = \sum_{j = \text{MS,PAN}} \sum_{i = \text{MS,PAN}} \left\| R_j \odot L_i - j \right\|_1, \tag{16}
\]

\[
\mathcal{L}_{\text{sharpen}} = \sum_{j = \text{MS,PAN}} \left\| \nabla R_j \cdot \exp(-\lambda \nabla L_i) \right\|_1, \tag{17}
\]

where \( \odot \) denotes the Hamilton product, \( \mathcal{L}_{\text{equal}} \) and \( \mathcal{L}_{\text{rec}} \) contribute to extracting consistent spatial components, and \( \mathcal{L}_{\text{sharpen}} \) is utilized to adjust the sharpness of the spatial components. The loss for intrinsic supervision is then defined as:

\[
\mathcal{L}_{\text{intrinsic}} = \sum_{k=1}^{K} \alpha \mathcal{L}_{\text{sharpen}}^k + \beta \mathcal{L}_{\text{rec}}^k + \gamma \mathcal{L}_{\text{equal}}^k, \tag{18}
\]
where $\alpha$, $\beta$, and $\gamma$ are weight parameters, and $k$ indicates the stage number. The final loss function is denoted as:

$$\mathcal{L} = \mathcal{L}_{\text{ref}} + \rho \mathcal{L}_{\text{intrinsic}},$$  \hspace{1cm} (19)

where $\rho$ represents the balancing parameter.

## Experiment

### Dataset and Benchmark

Extensive experiments are conducted over three satellite datasets, namely GaoFen-2, Quickbird, and WorldView-II. The GaoFen-2 and Quickbird satellites capture four spectral bands, while the WorldView-II contains eight bands. For the unavailability of reference image, the Wald’s protocol (Wald, Ranchin, and Mangolini 1997) is followed. Specifically, the MS image $H \in \mathbb{R}^{M \times N}$ and PAN image $P \in \mathbb{R}^{M \times N \times C}$ are downsampled with ratio $r = 4$ to generate the reduced MS image $L \in \mathbb{R}^{\frac{M}{r} \times \frac{N}{r} \times C}$ and reduced PAN image $p \in \mathbb{R}^{\frac{M}{r} \times \frac{N}{r} \times C}$. In the training stage, the reduced image pairs are treated as inputs, while $H$ is regarded as a reference. In the testing stage, the reduced image pairs and original image pairs are employed as inputs to evaluate the method for reduced-scale and full-scale, respectively.

Three satellite images are adopted to construct the image datasets over 10000 patches. For each database, PAN images are cropped into patches with the size of $128 \times 128$ pixels, while the corresponding MS images are cropped with the size of $32 \times 32$ pixels. For numerical stability, each patch is normalized by dividing the maximum value to make the pixels range from 0 to 1. To evaluate the proposed method, several state-of-the-art pan-sharpening methods are selected, including four promising traditional methods (SFIM (Liu 2000), BDSDPC (Vivone 2019), GS (Laben and Brower 2000), IHS (Haydn 1982)) and five deep-learning methods (GPPNN (Xu et al. 2021), PanNet (Yang et al. 2017), PanGAN (Ma et al. 2020), MMNet (Yang et al. 2022), P2Sharpen (Zhang et al. 2023)).

### Implementation Details

The implementation is based on the Pytorch framework. For optimization, the learning rate is set to $1 \times 10^{-4}$. The Adam
Tables 2: The quantitative results of full-scale over three datasets. The best and the second best values are highlighted by bold and underline, respectively. The up or down arrows indicate higher or lower values correspond to better results.

<table>
<thead>
<tr>
<th>Method</th>
<th>GaoFen-2 (4 bands)</th>
<th>QuickBird (4 bands)</th>
<th>WorldView-II (8 bands)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QNR↑</td>
<td>$D_\lambda$↑</td>
<td>$D_\lambda$↓</td>
</tr>
<tr>
<td>GS</td>
<td>0.5849</td>
<td>0.1234</td>
<td>0.3342</td>
</tr>
<tr>
<td>IHS</td>
<td>0.5850</td>
<td>0.1294</td>
<td>0.3296</td>
</tr>
<tr>
<td>SFIM</td>
<td>0.8018</td>
<td>0.0757</td>
<td>0.1313</td>
</tr>
<tr>
<td>BDSDPc</td>
<td>0.8553</td>
<td><strong>0.0270</strong></td>
<td>0.1210</td>
</tr>
<tr>
<td>P2Sharpen</td>
<td>0.8320</td>
<td>0.0618</td>
<td>0.1133</td>
</tr>
<tr>
<td>MMNet</td>
<td>0.8574</td>
<td>0.0493</td>
<td>0.0982</td>
</tr>
<tr>
<td>PanGAN</td>
<td>0.7813</td>
<td>0.0858</td>
<td>0.1459</td>
</tr>
<tr>
<td>PanNet</td>
<td>0.7068</td>
<td>0.1840</td>
<td>0.1321</td>
</tr>
<tr>
<td>GPPNN</td>
<td>0.8218</td>
<td>0.0662</td>
<td>0.1202</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>0.9223</strong></td>
<td>0.0344</td>
<td><strong>0.0449</strong></td>
</tr>
</tbody>
</table>

Optimizer is employed to update the network parameters for 600 epochs with the batch size of 16. The number of unfolding stages is $K = 4$, other coefficients are $\alpha = 0.1$, $\beta = 1$, $\gamma = 0.01$, $\rho = 0.1$ and $\lambda = -10$. All the experiments are conducted on a desktop with 2.6GHz AMD EPYC 7H12, NVIDIA GeForce RTX 3090. For the reduced-scale testing, four widely used assessment metrics are selected including ERGAS (Wald 2002), RMSE, SAM (Alparone et al. 2008) and SSIM (Wang et al. 2004). For the full-scale testing, $D_\lambda$, $D_\sigma$, and QNR (Alparone et al. 2008) are used.

Comparison Experiments

Qualitative Comparison on Reduced-scale The qualitative comparison is provided to verify the performance of our methods, as shown in Figures 5. The top row is the fused results of each method and the bottom row is error maps between reference and fused images. Obviously, traditional methods suffer from the imbalance in spectral and spatial information, causing excessive texture details or apparent spectral distortion. Oppositely, DL-based methods maintain the balance more effectively. In contrast, our method has minor spectral, spatial distortion for preserving reasonable spectral distribution and accurate texture details. Besides, our residual maps are the darkest, which implies our fused images are the most similar with references.

Quantitative Evaluation on Reduced-scale The quantitative results over three datasets are shown in Table 1. As can be seen clearly, our method achieves the best overall performance in all metrics over the satellite datasets, verifying the flexibility and effectiveness of our method are far ahead among other comparative methods both in spectral and spatial assessment. Hence, our method is the most promising.

Qualitative Comparison on Full-scale To further verify the performance of our method, the full-scale qualitative experiments over three datasets are illustrated in Figure 6. It is observed that the four traditional methods exhibit trade-off limitations, sacrificing either the accuracy of spectral information or the richness of spatial information to enhance the other aspect, leading to spatially over-textured results and abnormal alterations in spectral distribution. The other DL-based methods generate severe spectral artifacts and lack sufficient texture details. By comparison, our proposed method achieves better preservation of spectral distribution, and our fused results share the most consistent spatial component with the PAN image.

Quantitative Evaluation on Full-scale To evaluate the quality of the full-scale performance, three non-reference metrics over three datasets are presented in Table 2. Clearly, our approach achieved the best results in the comprehensive evaluation index QNR, while maintaining a good balance between spectral distortion index $D_\lambda$ and spatial distortion index $D_\sigma$. It demonstrates that our method exhibits superior generalization capabilities at the full scale. Therefore, our method outperforms others and is the most competitive.
Ablation Study

The ablation experiments encompass the following three aspects, and the visual comparisons are illustrated in Figure 7.

Effects of the number of stages To investigate the effects of stages number on performance, Table 4 presents the quantitative analysis for different unfolded stages values of $K$. As $K$ increases from 1 to 4, there is an obvious improvement in the reduced-scale assessments metrics. However, upon further increasing $K$ from 4 to 6, the metrics exhibit varying degrees of fluctuation, albeit maintaining an overarching incremental trend. In terms of non-reference evaluation of full-scale, no substantial disparities are observed in the overall variability of the metrics. As $K$ increases, both training and testing durations correspondingly increase. So we choose $K = 4$ in our implementation to strike a balance between performance and computational complexity.

Influence of Different Priors Two different priors, namely spatial consistency prior ($\Omega_1$) and spectral projection prior ($\Omega_2$) are utilized in the proposed model. We therefore conduct ablation studies to investigate the influence of different priors. As demonstrated in Table 3 (I-III), the best performance of reduced scale is achieved when utilizing both two priors as well as the visual effect. However, the full-scale performance measured by non-reference metrics does not always align with the visual perception. This is because $D_{\lambda}$ takes the upsampled LRMS image as the spectral reference and $D_s$ takes the filtered HR PAN image as the spatial reference for each band. Such limited assumptions cause inconsistency in both qualitative and quantitative aspects.

Impact of Intrinsic Loss Functions Another crucial aspect of our ablation study is to examine the influence of intrinsic supervision. The loss $L_{\text{intrinsic}}$ provides supervision to the spatial component in each stage. Through visual comparisons, intrinsic supervision plays a key role in promoting the consistency of the spatial component, resulting in enhanced texture details in the fused results. This observation is further supported by the quantitative results presented in Table 3 (III-IV), where all metrics value exhibit significant improvements after the introduction of intrinsic supervision.

Conclusion

In this paper, we propose an interpretable deep unfolded network with intrinsic supervision for pan-sharpening. We formulate pan-sharpening as the minimization of a variational model with two novel priors, thereby providing guidance for the fusion process. In order to fully exploit the potential of these priors, we introduce intrinsic supervision to orchestrate the optimization of features within the intermediate layers of the network, enhancing pan-sharpening performance. Extensive experiments are conducted to showcase the superior performance of our proposed method compared to other state-of-the-art methods, both qualitatively and quantitatively. In the future, we plan to explore the versatility of our method in various remote sensing applications.
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