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Abstract

Animal visual perception is an important technique for automatically monitoring animal health, understanding animal behaviors, and assisting animal-related research. However, it is challenging to design a deep learning-based perception model that can freely adapt to different animals across various perception tasks, due to the varying poses of a large diversity of animals, lacking data on rare species, and the semantic inconsistency of different tasks. We introduce UniAP, a novel Universal Animal Perception model that leverages few-shot learning to enable cross-species perception among various visual tasks. Our proposed model takes support images and labels as prompt guidance for a query image. Images and labels are processed through a Transformer-based encoder and a lightweight label encoder, respectively. Then a matching module is designed for aggregating information between prompt guidance and the query image, followed by a multi-head label decoder to generate outputs for various tasks. By capitalizing on the shared visual characteristics among different animals and tasks, UniAP enables the transfer of knowledge from well-studied species to those with limited labeled data or even unseen species. We demonstrate the effectiveness of UniAP through comprehensive experiments in pose estimation, segmentation, and classification tasks on diverse animal species, showcasing its ability to generalize and adapt to new classes with minimal labeled examples.

Introduction

Animal perception plays an essential role in learning and understanding animal behaviors (Ashwood, Jha, and Pillow 2022; Anderson and Donath 1990; Butail et al. 2015). Animal perception techniques have been employed in many visual tasks, such as pose estimation (Li and Lee 2023; Graving et al. 2019), pose tracking (Pereira et al. 2022; Lauer et al. 2022), face recognition (Shi et al. 2020), and semantic segmentation (Li et al. 2021). Existing animal perception models usually focus on specific animal species on specific tasks. To facilitate analyzing animal behaviors and assist animal-related research, it is highly demanded to design a universal animal perception model for diverse species and poses on various tasks.

Due to various animal species with different poses and semantic inconsistency of various visual tasks, it is challenging to build a universal animal perception model. Firstly, the variety of animal species requires the perception model to have a high generalization capability. The mainstream approaches for animal perception rely on large-scale, manually labeled data for supervised training, which is inefficient and suffers from annotation quality issues. Adapting the model to rare animals with only a few data examples or unseen species is difficult. Secondly, due to the semantic inconsistency of various tasks, it remains difficult to integrate information across different animal-related tasks and species to create a comprehensive representation of animal perception. This lack of unified cross-task models in multi-modal animal perception presents a significant challenge.

We claim that a universal few-shot model of animal perception tasks requires meeting certain criteria. Firstly, the model should have a unified architecture that can handle multiple tasks and share parameters across tasks to acquire generalizable knowledge. Secondly, the model ought to have the ability to work effectively with various animal species,
even in situations with limited data, allowing it to use few-shot prompts and yield superior outcomes across a wider range of species.

We propose UniAP, a Universal Animal Perception model that leverages few-shot learning to enable cross-species perception among various visual tasks, as shown in Fig. 1. Our proposed model takes prompt images and labels from different modalities, such as poses and masks, as the support set. With prompt guidance, UniAP can generate multi-task outputs for a query image. Specifically, images and labels are processed through a Transformer-based encoder with task-specific learnable bias parameters and a lightweight label encoder. Then a matching module is designed for aggregating information between prompt guidance and the query image, followed by a multi-head label decoder to generate outputs for various tasks. By capitalizing on the shared visual characteristics among different animals and tasks, UniAP enables knowledge transfer from well-studied species to those with limited labeled data or unseen species. We demonstrate the effectiveness of UniAP through comprehensive experiments in pose estimation, segmentation, and classification tasks on diverse animal species, showcasing its ability to generalize and adapt to new classes with minimal labeled examples.

Our core contributions are summarized as follows:

• We propose UniAP, a novel universal model that tackles the problem of unified learning of animal perception tasks: pose estimation, semantic segmentation, and classification.

• UniAP can take images and labels from various modalities as prompt guidance to generate outputs for rare species or even unseen animals with a few examples.

• Extensive experiments and ablation studies on various tasks and datasets demonstrate the effectiveness of UniAP.

Related Works

Animal Pose Estimation

The pose estimation task has achieved significant success in humans (Andriluka et al. 2014; Munea et al. 2020; Dang et al. 2019) or vehicles (Fang and López 2019; López, Agudo, and Moreno-Noguer 2019). There have been some prior works showing interest in pose estimation for animals (Pereira et al. 2019; Graving et al. 2019; Lauer et al. 2020; Cao et al. 2019; Li and Lee 2021; Zhang et al. 2022; Jiang et al. 2022; Shooter, Malleson, and Hilton 2021). Animal pose estimation plays an essential role in learning and understanding animal behavior (Anderson and Donath 1990; Butail et al. 2015). Recently, POMNet (Xu et al. 2022) aims to create a pose estimation model capable of detecting the pose of any class of object given only a few samples with keypoint definition. Scarcenet (Li and Lee 2023) addresses animal pose estimation with limited labeled data and unlabeled images. CLAMP (Zhang et al. 2023) attempts to bridge the gap by adapting the text prompts to the animal keypoints. FSKD (Lu and Koniusz 2022) is the first attempt to model keypoint detection as few-shot learning. There are also several benchmarks like APT-36k (Yang et al. 2022) and AP-10k (Yu et al. 2021) facilitating the research in animal pose estimation.

Animal Semantic Segmentation and Classification

Semantic segmentation (Guo et al. 2018; Wang et al. 2018) is a fundamental task in computer vision that assigns a class label to each pixel in an image. Recently, some works extend it to open-vocabulary (Luo et al. 2023; Ma et al. 2022), i.e., segmenting objects from any categories by their textual names or description. SAM (Kirillov et al. 2023) aims to return a valid segmentation mask given any prompt, which opens up the possibility of zero-shot general object segmentation. Some works also focus on animal semantic segmentation (Li et al. 2021). But there is no specific benchmark for animal semantic segmentation. As for animal classification, some widely used benchmarks like MSCOCO (Lin et al. 2014) and ImageNet (Russakovsky et al. 2015) have plenty of images for animal classification.

Few-shot Learning in Computer Vision

Few-shot learning is a fundamental paradigm in computer vision that carries the promise of alleviating the need for exhaustively labeled data and has been widely explored in vision tasks such as semantic segmentation (Shaban et al. 2017; Iqbal, Safarov, and Bang 2022; Fan et al. 2022), instance segmentation (Michaelis et al. 2018; Fan et al. 2020b), and object detection (Fan et al. 2020a; Kang et al. 2019). Recently, VTM (Kim et al. 2023) proposes a universal few-shot learner for arbitrary dense prediction tasks. It utilizes non-parametric matching on embedded tokens of images and labels at the patch level, encompassing all tasks.

Methodology

We propose UniAP, a Universal Animal Perception framework, which is designed to flexibly adapt to diverse animals across domains with few-shot examples for multiple unified tasks. The overall architecture of UniAP is shown in Fig. 2. We first present the overview of our proposed UniAP, and then introduce the architecture of the model, followed by the training and inference of the framework.

Overview

We develop a unified few-shot animal perception model denoted as $\mathcal{F}$, which can provide predictions $\hat{Y}^q$ on pose estimation (PE), semantic segmentation (SS) and classification (CLS) for an unseen image (query) $X^q$ given only a few labeled examples (prompt set) $\mathcal{P}$ for any given task in $\mathcal{T} = \{PE, SS, CLS\}$:

$$\hat{Y}^q = \mathcal{F}(X^q; \mathcal{P}), \quad \mathcal{P} = \{(X^p_i, Y^p_i)\}_{i \leq N},$$

where $(X^p_i, Y^p_i)$ represents an image-label pair in the prompt set, and $N$ is the size of the prompt set.

We aim to find a universal function form $\mathcal{F}$ for Eq. (1) that can generate organized labels for any task within a unified framework. The query label is obtained by combining
the prompt labels in a calculated manner. Given a query image $X^q$ and a prompt set $\{ (X^p_i, Y^p_i) \}_{i \leq N}$ with image-label pairs, the query label $Y^q$ can be obtained as follows,

$$F(X^q; P) = h(M(f_T(X^q), \{ f_T(X^p_i) \}_{i \leq N}, \{ g(Y^p_i) \}_{i \leq N})),$$

where $f_T$, $g$, $M$ and $h$ are image encoder, label encoder, matching module, and label decoder, respectively.

Specifically, prompt images $\{ X^p_i \}_{i \leq N}$ and the query image $X^q$ are encoded by the image encoder $f_T$. Note that $f_T$ contains task-specific lightweight trainable parameters $\theta_T$. In our approach, we incorporate adaptability with task-specific parameters $\theta_T$, which is crucial in reflecting the unique features of each task. Simultaneously, prompt labels $\{ Y^p_i \}_{i \leq N}$ are encoded by a lightweight label encoder $g$, where $g$ is shared across different tasks. After encoding, the embedded features of prompt set and the query image are aggregated in the matching module $M$. The matching module $M$ is formulated as follows,

$$M(f_T(X^q), \{ f_T(X^p_i) \}_{i \leq N}, \{ g(Y^p_i) \}_{i \leq N}) = \sum_{i \leq N} \sigma(f_T(X^q), f_T(X^p_i), g(Y^p_i)),$$

where $\sigma$ is a similarity function that maps image patch embeddings to values between 0 and 1. In the implementation, multi-head attention is employed in the matching module. We apply this matching process among all the tasks. Finally, the label decoder $h$ projects the embeddings to the results.

Once trained, UniAP can easily adapt to unseen animal images at test time. This allows our model to adapt robustly to unseen animal images with a small prompt set. In brief, UniAP has a unified architecture and shares most of the parameters across tasks that can acquire generalizable priors, improving its few-shot learning capabilities.

**Architecture**

Our model follows a hierarchical encoder-decoder architecture that implements similarity matching with four components: image encoder $f_T$, label encoder $g$, the matching module $M$, and label decoder $h$. Given the query image and the prompt set, the image encoder extracts patch-level embeddings (tokens) of each query and prompt image independently. The label encoder extracts tokens of each prompt label. Given the tokens at each hierarchy, the matching module performs matching to infer the tokens of the query label, from which the label decoder forms the raw query label.

**Image Encoder** Our image encoder relies on a Vision Transformer (ViT) (Dosovitskiy et al. 2020). The ViT processes each query and prompt image separately but with shared weights, resulting in a tokenized representation of
image patches at multiple levels. Following the approach in (Ranftl, Bochkovskiy, and Koltun 2021), we extract tokens from four intermediate ViT blocks to generate hierarchical features. To ensure that our system can learn general representations for a wide range of tasks, we initialize the parameters using pre-trained BEiT (Bao et al. 2021), which is self-supervised and less biased towards specific tasks.

For various tasks \( T \), we employ “bias tuning” (Cai et al. 2020; Zaken, Goldberg, and Ravfogel 2022). This involves the sharing of weights \( \theta_T \) across all tasks, but the use of unique biases \( \theta_T \) for each individual task. By implementing this approach, we can effectively adjust to meet the demands of different tasks \( T \), ensuring optimal performance and accuracy.

**Label Encoder**

The label encoder \( g \) is a lightweight function that utilizes only the patch embedding with a 2D convolution block and the positional embedding to extract tokens of each prompt label \( Y^q \). Note that the label encoder \( g \) is shared across tasks.

**Matching Module**

UniAP uses the feature pyramid network (FPN) (Lin et al. 2017) to maintain the affinity matrix through multi-head attention layers in each hierarchical matching module. We retrieve the tokens from the intermediate layers of image encoders for the query image \( X^q \) as \( \{ q_j \}_{j=1}^{M} \) and prompt images \( X_P^k \) as \( \{ k_{i,j} \}_{i=1}^{N,j} \leq M \). Additionally, we obtain the tokens of prompt labels \( Y^p \) as \( \{ v_{i,j} \}_{i=1}^{N,j} \leq M \). Then, we organize the tokens into row vectors. Next, we utilize a multi-head attention layer to deduce the query label tokens at the hierarchy in the following manner:

\[
\text{MHA}(q, k, v) = \text{Concat}(o_1, ..., o_h, ..., o_H)w^O, \tag{4}
\]

where

\[
o_h = \text{Softmax} \left( \frac{q_hw_h^q(k_hw_h^K)^\top}{\sqrt{d_H}} \right) v_hw_h^v, \tag{5}
\]

where \( H \) is number of heads, \( d_H \) is head size, and \( w_h^q, w_h^k, w_h^v \in \mathbb{R}^{d_H \times d_H}, w^O \in \mathbb{R}^{Hd_H \times d} \).

Note that each attention head in Eq. (5) plays the role of matching with lightweight functions. This is achieved by calculating the similarity between the query and prompt image tokens \( q \) and \( k \), which determines the weight given to each prompt label token \( v \) in inferring the query label token. The similarity function used is the scaled dot-product attention. The multi-head attention layer in Eq. (4) has several trainable projection matrices \( w_h^q, w_h^k, w_h^v \), which enables it to learn different branches (heads) of the matching algorithm, each with unique similarity functions.

**Label Decoder**

The label decoder consists of a dense prediction head and binary classification head. In the dense prediction head, to predict the query label of the original resolution, the dense prediction head combines query label tokens inferred at multiple hierarchies. We choose the multi-scale decoder architecture of Dense Prediction Transformer (Ranftl, Bochkovskiy, and Koltun 2021) as it is compatible with ViT encoders and multi-level tokens. At each hierarchy of the decoder, the inferred query label tokens are first spatially concatenated to create a feature map of constant size. Then, (transposed) convolution layers of varying strides are used to produce a feature pyramid of increasing resolution for each feature map. The multi-scale features are then progressively upsampled and fused by convolutional blocks, followed by a convolutional head for final prediction. The dense prediction head shares all its parameters across tasks, enabling it to develop a versatile approach to decoding a structured label from predicted query label tokens. In addition, the dense prediction head output is single-channel, making it suitable for various tasks involving any number of channels. The binary classification head takes the output of the image encoder directly, followed by a linear feed-forward layer to obtain the classification score output.

**Training and Inference**

In the experiment, each dataset is split into two separate subsets by animal classes, namely \( D_{\text{train}} \) and \( D_{\text{test}} \), which does not have overlapping species. We train our model on a labeled dataset \( D_{\text{train}} \) of tasks \( T = \{ PE, SS, CLS \} \). At each episode, we sample two labeled sets \( P_{\text{train}}, Q_{\text{train}} \) from \( D_{\text{train}} \). Then we train the model to predict labels in \( Q_{\text{train}} \) using \( P_{\text{train}} \) as a prompt set. Throughout universal training, we expose the model to tasks like PE, SS, and CLS in the training data set \( D_{\text{train}} \). This allows the model to gain a comprehensive understanding of all the tasks and be capable of handling few-shot input data. Besides, we utilize a principled multi-task loss incorporating homoscedastic task uncertainty (Kendall, Gal, and Cipolla 2018) to learn multiple classification and regression losses with varying quantities and units.

Let \( F(X^q; P) \) denote the prediction of the model on \( X^q \) using the prompt set \( P \). We construct the homoscedastic task uncertainty through probabilistic modeling to determine the most efficient distribution of varying task weights \( w_t \). Then the model \( f_{\theta_T, q, M, h} \) is trained by the following learning objective in end-to-end:

\[
\min_{f_{\theta_T, g, M, h}} \sum_{(X^q, Y^q) \in Q_{\text{train}}} w_t L_t(Y^q, F(X^q; P_{\text{train}})) + \log w_t, \tag{6}
\]

Where the variable \( L \) represents the loss function, the parameter \( w_t \) represents the amount of noise in the task \( t \) of \( T \). As the noise level increases, the weight of the corresponding loss function \( L_t \) decreases. Conversely, as the noise level decreases, the weight of the objective increases. To prevent the noise level from becoming too high and ignoring the data, the final term in the objective acts as a regulator for the noise parameters. In our experiments, we use the cross-entropy loss for all tasks. During training, we train separate sets of bias parameters for the image encoder \( f_{\theta_T} \) for each training task.

In the pose estimation task, we ensure that each prompt label of a single image contains only one keypoint. The similarity function used is the scaled dot-product function \( \sqrt{d_H} \).

Initially, the model is trained on \( D_{\text{train}} \), we use it to evaluate the unseen animal species data \( D_{\text{test}} \) with a given prompt set \( P_{\text{test}} \). We adapt the model by fine-tuning the bias parameters of the image encoder \( f_{\theta_T} \) using the prompt set \( P_{\text{test}} \). To do this, we simulate episodic meta-learning by randomly dividing the prompt set into a sub-prompt set \( P_{\text{test}} \) and a sub-query set \( \text{unseen} \).
Figure 3: Qualitative Comparison. The comparison of representative methods in 1/0-shot evaluation for pose estimation in the Animal Kingdom and semantic segmentation in the Oxford-IIIT dataset.

$$\min_{\theta_T} \frac{1}{|\tilde{Q}|} \sum_{(X^q, Y^q) \in \tilde{Q}} \mathcal{L} \left( Y^q, \mathcal{F}(X^q; \hat{P}) \right), \quad (7)$$

where $\theta_T$ denotes bias parameters of the image encoder $f_T$. As part of our implementation, we adjust the input projection of the label encoder $g$ and the output head of the label decoder $h$, which has been shown to improve performance based on empirical evidence. These adjustments only require a small portion of parameters to be fine-tuned, which helps to prevent over-fitting on the limited prompt set $\tilde{P}_{test}$. Once the model has been fine-tuned, we evaluate its effectiveness by using it to predict the label of an unseen query image with the prompt set $\tilde{P}_{test}$.

Experiments

Experiment Setting

Implementation Details  We conduct the experiment using 8× NVIDIA RTX 3090. During the training process, we randomly pair image prompts and queries of the same animal category. We crop the objects of interest based on their bounding box and resize them to 224 × 224. To train our model, we utilize the Adam optimizer (Kingma and Ba 2015) for 1K iterations for warmup and 200K iterations in total. Our learning rate schedule follows the poly (Liu, Rabinovich, and Berg 2015) method with 0.9 decay rate, with base learning rates of $10^{-5}$ for pre-trained parameters and $10^{-4}$ for parameters trained from scratch. We stop the training based on the validation metric threshold. Our global batch size is 64, with different tasks randomly sampled for each batch. We also include prompt and query sets in each batch of a size of 5 for each. We adopt BEiTBase (Bao et al. 2021) backbone as the image encoder, which is pre-trained on ImageNet-22k (Deng et al. 2009).

Datasets  We apply UniAP on three datasets for animal perception tasks: Animal Kingdom (Ng et al. 2022), Animal Pose (Cao et al. 2019), and APT-36K (Yang et al. 2022) for pose estimation. These datasets provide us with images of up to 49 kinds of animals with keypoint annotations. Animal Kingdom dataset is also used for the classification task. Additionally, we utilize the Oxford-IIIT Pet dataset (Parkhi et al. 2012) for the segmentation task. The Oxford-IIIT Pet is a 37-category dataset with segmentation annotations. Note that the categories of the train/test/val set are mutually exclusive. We split several animal classes from the raw datasets, 12 from Animal Kingdom, 2 from Animal Pose, 6 from APT-36K, 5 from Oxford-IIIT Pet.

Compared Baselines  As no prior few-shot methods are developed for universal prediction tasks, we adapt state-of-the-art few-shot segmentation methods to our setup. We choose three models, Painter (Wang et al. 2023), POM-Net (Xu et al. 2022), and HRNet-w48 (Wang et al. 2020). Painter is comprehensive on multi-tasks, while both POM-Net and HRNet-w48 are specialized in pose estimation. In addition, we adopt Painter (Wang et al. 2023) and SAM (Kirillov et al. 2023) for prompt learning comparison, where Painter uses in-context prompting, while SAM needs user-interaction prompting. To validate the classification task, we compare our method (UniAP) with the clip-vit-large-patch14 (Radford et al. 2021) to perform zero-shot classification on the animal dataset.

Evaluation Protocol  For pose estimation, we follow the PCK (Probability of Correct Keypoint) (Andriluka et al. 2014). We report the average PCK ($\sigma = 0.05$ and 0.2) of
Table 1: Pose estimation on Animal Kingdom, Animal Pose, and APT-36K datasets. We list the one-shot performance and the best performance with its number of shots on the bottom line for each dataset. Note that Painter can only use one-shot, while ours can use multi-shot to boost the performance.

<table>
<thead>
<tr>
<th>Model</th>
<th># shots</th>
<th>Animal Kingdom</th>
<th>Animal Pose</th>
<th>APT-36K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PCK@0.2</td>
<td>PCK@0.05</td>
<td>PCK@0.2</td>
</tr>
<tr>
<td>HRNet_w48</td>
<td>-</td>
<td>90.49</td>
<td>62.04</td>
<td>90.47</td>
</tr>
<tr>
<td>Painter</td>
<td>1</td>
<td>70.52</td>
<td>48.34</td>
<td>77.86</td>
</tr>
<tr>
<td>POMNet</td>
<td>1</td>
<td>59.97</td>
<td>30.65</td>
<td>73.28</td>
</tr>
<tr>
<td></td>
<td>3 / 3 / 2</td>
<td>79.15</td>
<td>52.88</td>
<td>77.7</td>
</tr>
<tr>
<td>UniAP (ours)</td>
<td>1</td>
<td>64.44</td>
<td>34.73</td>
<td>99.65</td>
</tr>
<tr>
<td></td>
<td>30 / 35 / 40</td>
<td>90.10</td>
<td>77.78</td>
<td>90.10</td>
</tr>
</tbody>
</table>

Table 2: Segmentation on Oxford-IIIT dataset. We list the one-shot performance and the best performance with its number of shots on the bottom line.

<table>
<thead>
<tr>
<th>Model</th>
<th># shots</th>
<th>Acc.</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAM_user</td>
<td>-</td>
<td>92.06</td>
<td>88.99</td>
</tr>
<tr>
<td>Painter</td>
<td>1</td>
<td>86.47</td>
<td>77.72</td>
</tr>
<tr>
<td>UniAP (ours)</td>
<td>1</td>
<td>97.08</td>
<td>93.38</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>97.11</td>
<td>94.27</td>
</tr>
</tbody>
</table>

Table 3: Classification on Animal Kingdom dataset. We list the one-shot performance and the best performance with its number of shots on the bottom line.

<table>
<thead>
<tr>
<th>Model</th>
<th># shots</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIP_ViT-Base</td>
<td>-</td>
<td>88.54</td>
</tr>
<tr>
<td>CLIP_ViT-Large</td>
<td>-</td>
<td>90.37</td>
</tr>
<tr>
<td>UniAP (ours)</td>
<td>1</td>
<td>92.19</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>93.13</td>
</tr>
</tbody>
</table>

Main Results

Pose Estimation As shown in Table 1, UniAP achieves state-of-the-art performance when the optimal number of shots is selected by few-shot on pose estimation, which reaches to or exceeds the performance of fully supervised models, far ahead of prompt learning or in-context learning methods such as POMNet (Xu et al. 2022) and Painter (Wang et al. 2023). Note that Painter can only use one-shot, while UniAP can further use multi-shot to boost the performance.

Segmentation As shown in Table 2, UniAP completely surpasses the similar prompt learning method Painter (Wang et al. 2023) and even the foundation model SAM (Kirillov et al. 2023) in semantic segmentation.

Classification As shown in Table 3, UniAP completely exceeds the performance of the Foundation model CLIP (Radford et al. 2021) with different parameter sizes.

Qualitative Comparison As shown in Fig. 3, UniAP demonstrates superior visual results compared to the Painter method, particularly in complex scenes where distinguishing between the target and background is challenging.

Ablation Study

In this section, we conduct extensive ablation studies to answer the following questions.

How does the number of shots matters? The results of our study can be seen in Fig. 4, where we demonstrate the effectiveness of UniAP. By gradually increasing the size of the prompt set from 1 to 40, our model reaches or outperforms both supervised methods and the foundation model across multiple tasks, even with a smaller amount of additional data. This suggests that UniAP could be particularly useful in specialized fields with limited labels.

Do we actually need the task-specific fine-tuning stage? Through our observations in Fig. 4, we have noticed that combining multi-task training and few-shot adaptation with an efficient parameter-sharing strategy for bias tuning significantly improves performance with a noticeable gap.

How does the domain affect performance? Based on the information provided in Table 4, we have observed three different settings: In Domain (ID), Out of Domain (OOD), and Cross Evaluation (CE). To be specific, ID refers to the prompt and query sets the same in the category. OOD and CE refer to different categories of prompt and query sets, where in CE prompt sets are sourced from the training set, while all of the prompt sets in OOD are from the test set and have not been trained. UniAP aims to maintain a consistent approach to animal perception tasks while also ensuring a comprehensive global understanding. This is achieved through task-specific fine-tuning. Additionally, we train on multiple large general-purpose animal datasets to ensure di-
Figure 4: Ablation studies on pose estimation performance with models w/o finetuning. The x-axis indicates the number of shots. Note that the model performance is impacted by both the finetuning and the number of shots. The data quality is key to the initial performance and how it will perform over time. More shots mean receiving more prompt data, which improves its performance. The excessive number of shots will introduce additional noise and affect model performance. Thus, choosing the number of shots is a critical decision that can significantly impact the overall effectiveness of the model.

Table 4: Ablation studies on evaluation settings. ID (in domain) refers to the prompt and query sets the same in the category. OOD (out of domain) and CE (cross evaluation) refer to different categories of prompt and query sets, where in CE prompt sets are sourced from the training set, while all of the prompt sets in OOD are from the test set and have not been trained. We list the one-shot performance and the best performance with its number of shots on the bottom line of each part.
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