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Abstract

Video moment retrieval (MR) and highlight detection (HD)
based on natural language queries are two highly related
tasks, which aim to obtain relevant moments within videos
and highlight scores of each video clip. Recently, several
methods have been devoted to building DETR-based net-
works to solve both MR and HD jointly. These methods sim-
ply add two separate task heads after multi-modal feature ex-
traction and feature interaction, achieving good performance.
Nevertheless, these approaches underutilize the reciprocal re-
lationship between two tasks. In this paper, we propose a
task-reciprocal transformer based on DETR (TR-DETR) that
focuses on exploring the inherent reciprocity between MR
and HD. Specifically, a local-global multi-modal alignment
module is first built to align features from diverse modali-
ties into a shared latent space. Subsequently, a visual fea-
ture refinement is designed to eliminate query-irrelevant in-
formation from visual features for modal interaction. Finally,
a task cooperation module is constructed to refine the re-
trieval pipeline and the highlight score prediction process by
utilizing the reciprocity between MR and HD. Comprehen-
sive experiments on QVHighlights, Charades-STA and TV-
Sum datasets demonstrate that TR-DETR outperforms ex-
isting state-of-the-art methods. Codes are available at https:
//github.com/mingyao1120/TR-DETR.

Introduction
With the ubiquity of digital devices and the expansion of
the Internet, the number and variety of videos are rapidly
increasing (Foo et al. 2023). How to quickly search out the
desired moments from massive videos (called moment re-
trieval, MR) (Gao et al. 2017) and efficiently browse videos
(called highlight detection, HD) (Molino and Gygli 2018)
according to the needs of users has attracted widespread
attention. In practical applications, user needs can be ex-
pressed in natural language queries (Wang et al. 2022). Due
to the complexity of video content as well as the diversity
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of user needs, MR&HD based on user-provided natural lan-
guage queries is extremely challenging.

The goal of MR is to precisely search for semantically
related moments from whole videos guided by natural lan-
guage queries (Li et al. 2022). The common pipeline of MR
involves several steps. Firstly, pre-trained networks are uti-
lized to extract features from the input video and text. Sub-
sequently, cross-modal interaction is performed based on the
extracted features to obtain the query relevance score of the
candidate moment or the frame-level start-end probability
of the relevant moment (Zhang et al. 2023). HD based on
queries strives to assign highlight scores to each video clip
based on considering the user needs (Guo et al. 2022). Ex-
isting methods (Liu et al. 2022b; Xiong and Wang 2023) uti-
lize transformers (Vaswani et al. 2017) or graph neural net-
works (Scarselli et al. 2008) to perform single-modal feature
encoding or cross-modal interaction.

Due to the task similarity between MR and HD based on
queries, and the commonality between their methods involv-
ing multi-modal feature extraction, feature interaction, etc.,
some works (Lei, Berg, and Bansal 2021; Lin et al. 2023)
have devoted to designing various multi-task networks for
joint MR&HD. For example, Moment-DETR (Lei, Berg,
and Bansal 2021) pioneers the application of DETR (Car-
ion et al. 2020) for joint MR&HD. QD-DETR (Moon et al.
2023) introduces a query-dependent video representation
module, making moment predictions reliant on user queries.
MH-DETR (Xu et al. 2023) introduces a pooling operation
into the encoder and incorporates a cross-modality interac-
tion module to fuse visual and query features. In these meth-
ods, two isolated task heads are added after the shared multi-
modal feature extraction and feature interaction modules for
joint MR&HD. These methods generally focus on improv-
ing the discrimination of multi-modal feature extraction and
feature interaction through a multi-task learning scheme,
achieving good performance. However, the reciprocity be-
tween MR and HD tasks is ignored.

For MR, the highlight scores from HD based on user-
provided queries can be utilized to assist in eliminating
query-irrelevant clips, thereby boosting moment retrieval ac-
curacy. In turn, for HD based on queries, the results of mo-
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ment retrieval can be used to improve the understanding of
videos and user needs. Therefore, MR and HD based on
queries are reciprocal.

To fully exploit the reciprocal relationship between the
two tasks, we propose a task-reciprocal transformer based
on DETR, named TR-DETR, for joint MR&HD. Firstly, vi-
sual features and textual features are extracted from user-
provided videos and queries through pre-trained networks.
Then, we introduce a local-global multi-modal alignment
module to perform local and global semantic alignment be-
fore modal interaction, respectively. This module encour-
ages the model to distinguish video clips that are semanti-
cally similar but irrelevant to the query. Subsequently, we
propose a visual feature refinement module for modal inter-
action, which employs aligned textual features to filter out
query-irrelevant information in visual features to avoid it in-
terfering with joint features. Finally, to exploit the comple-
mentarities between MR and HD, we propose a task cooper-
ation module consisting of HD2MR and MR2HD. The for-
mer explicitly infuses highlight score information into the
moment retrieval process, enhancing localization accuracy.
The latter exploits localization outcomes to derive clip-level
relevant scores, offering visual support for highlight detec-
tion. Extensive experiments on QVHighlights (Lei, Berg,
and Bansal 2021), Charades-STA (Gao et al. 2017) and TV-
Sum (Song et al. 2015) demonstrate that the proposed TR-
DETR outperforms the state-of-the-art methods. The contri-
butions of this paper are summarized as follows:

• We highlight the reciprocity between MR and HD. In
addition, we introduce an innovative TR-DETR network
that leverages this reciprocity between tasks to optimize
performance.

• We introduce the local and global alignment regulators.
These regulators are designed to facilitate semantic align-
ment between video clips and the query, which serves to
generate discriminative joint representations.

• To explore the intrinsic complementarity between the
two tasks, we construct a task cooperation module. This
module explicitly exploits the complementarity between
MR and HD by injecting highlight scores into the mo-
ment retrieval pipeline and using the retrieved moments
to refine the initial highlight distribution.

Related Works
MR and HD
Video moment retrieval is originally introduced by the liter-
ature (Gao et al. 2017), with the objective of retrieving mo-
ments from a video based on a given natural language query.
Moment retrieval typically includes two types of methods:
proposal-based and proposal-free methods. In the proposal-
based methods, candidate moments are initially generated
through techniques such as sliding windows (Gao et al.
2017), proposal generation networks (Xu et al. 2019), or
2D-Maps (Zhang et al. 2020). These candidates are subse-
quently ranked based on the similarity scores to the query,
where the candidate with the highest score is used as the
result. Although these methods have high accuracy, they

necessitate additional pre- and post-processing steps, intro-
ducing computational redundancy. Moreover, their perfor-
mance heavily relies on the quality of candidate moments.
On the other hand, proposal-free methods (Ghosh et al.
2019; Zhang et al. 2021; Mun, Cho, and Han 2020) directly
predict start-end probabilities for target moments within a
video, which eliminates the need to rank a large number of
candidate moments, thereby improving training efficiency.

In contrast, highlight detection concentrates on measuring
the significance of each clip within a given video. Slightly
different from moment retrieval, highlight detection initially
is proposed as a single-modal task and does not rely on text
queries. However, highlight determination is often a subjec-
tive matter and users’ preferences should be taken into ac-
count. Therefore, the literature (Kudi and Namboodiri 2017)
proposes to integrate text queries as supplementary infor-
mation for highlight detection. Nonetheless, this work relies
solely on text ranking algorithms to rank video descriptions
in the text domain to guide video clip ranking. It does not en-
tail a direct alignment of text and highlights. Subsequently,
in video thumbnail generation, which closely parallels high-
light detection, Yuan et al. (Yuan, Ma, and Zhu 2019) delves
into text queries and uses graph convolutional networks to
model the interaction between each clip and text.

Conventionally, moment retrieval and highlight detection
are addressed in isolation, lacking an integrated framework
for joint learning. Recent research (Lei, Berg, and Bansal
2021) constructs the QVHighlights dataset to facilitate joint
learning of MR&HD and proposes a baseline model based
on DETR. Building upon this, Liu et al. (Liu et al. 2022b)
incorporates audio modality into the model, catering to sce-
narios for missing queries. Additionally, Moon et al. (Moon
et al. 2023) prioritizes full integration of provided query in-
formation into the joint representation, enabling the text to
guide both moment retrieval and highlight detection. Differ-
ent from previous methods, this paper focuses on exploiting
the natural reciprocity between two tasks.

Multi-Modal Alignment
Recently, researchers in the multimodal field have focused
on constructing contrastive losses to fit the interactions and
correspondences between different modalities (Luo et al.
2020; Sun et al. 2020; Miech et al. 2020; Yan et al. 2023).
For example, the literature (Ging et al. 2020) introduces a
cycle consistency loss to align video clip-level features and
query word-level features. Similarly, the literature (Zhang
et al. 2022) introduces a multi-level contrast loss to capture
multi-granular interactive alignment details within queries
and videos, enhancing the performance of moment retrieval.
Although these methods share similarities with the multi-
modal alignment in our approach, they do not explicitly
align the semantic information of different modalities before
modality interaction, resulting in insufficient discrimination
of joint features.

Method
The overview of TR-DETR is shown in Figure 1. TR-
DETR comprises four core modules: feature extraction,

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

4999



Figure 1: The proposed TR-DETR involves several key steps. Initially, two frozen pre-trained networks are employed to extract
visual and textual features from videos and queries. Subsequently, a local-global multi-modal alignment module is constructed
to effectively align the extracted visual and textual features. Then, the visual features are refined under the guidance of textual
features for obtaining discriminative joint features. Finally, a task cooperation module is implemented to enhance prediction
outcomes based on task reciprocity. Additionally, two multi-head self-attention components share weights.

local-global multi-modal alignment, visual feature refine-
ment for modal interaction, and task cooperation. Details are
introduced as follows.

Feature Extraction
Visual Features. Following the literature (Lei, Berg, and
Bansal 2021), the video is first divided into non-overlapping
clips according to a certain time interval, such as 2s. Then
the pre-trained ViT-B/32 in CLIP (Radford et al. 2021) and
SlowFast (Feichtenhofer et al. 2019) are utilized to extract
clip-level visual features Fv =

[
f1v , f

2
v , . . . , f

L
v

]
∈ RL×dv ,

whereL and dv are the number of clips and the visual feature
dimension, respectively. Following the way that UMT (Liu
et al. 2022b) uses audio information, we use the pre-trained
audio feature extractor to extract the audio features Fa ∈
RL×da , and then splice them behind the visual features Fv .
See the experimental settings for details.

Textual Features. For a natural language query, we use
the textual encoder in the pre-trained CLIP to extract textual
features Ft =

[
f1t , f

2
t , . . . , f

N
t

]
∈ RN×dt , where N and dt

are the number of words and the textual feature dimension,
respectively.

Local-Global Multi-Modal Alignment
Existing methods (Moon et al. 2023; Lei, Berg, and Bansal
2021; Liu et al. 2022b) for joint MR&HD directly input the
extracted visual and textual features into the modal interac-
tion module to obtain joint features. However, there is a nat-

ural information mismatch between visual features and tex-
tual features, resulting in insufficient discrimination of joint
features (Xu, Zhu, and Clifton 2022). In this study, to re-
duce the modal gap, we propose a local-global multi-modal
alignment module, comprising local and global regulariza-
tion components. The local regulator helps the model dis-
tinguish semantically similar but undesired clips, while the
global regulator ensures that both modalities share a unified
semantic space. Integrating these alignment regulators can
significantly promote multimodal associations and facilitate
subsequent modal interactions.

Given the clip-level visual features Fv of the video and
the word-level textual features Ft of the query, we first map
them into the same dimension d by using three-layer multi-
layer perceptions (MLP).

F̂v = MLPv(Fv), (1)

F̂t = MLPt(Ft). (2)

For the local regulator, we calculate the cosine similarity be-
tween each clip and each word by using the following for-
mula, obtaining a similarity matrix Sloc ∈ RL×N .

Sloc = σ

(
F̂v F̂

T
t

‖F̂v‖2‖F̂t‖2

)
, (3)

where σ is the sigmoid function. We employ mean-pooling
to get Ŝloc = MeanPooling(Sloc) ∈ RL, which measures
the similarity between each video clip and the global textual
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features. Then, a local regular loss Lloc is used to encourage
distinguishing video clips that are irrelevant to the query.

Llocal = −
L∑

i=1

(
Ci log(Ŝi

loc) + (1− Ci) log(1− Ŝi
loc)
)
,

(4)

where Ŝi
loc is the similarity score between the i-th video clip

and the global textual features, and Ci indicates whether the
i-th video clip and the query are actually relevant. Specif-
ically, according to ground truth in MR, if the i-th clip is
relevant to the query, Ci is 1, otherwise 0. For the global
regulator, a multi-modal contrastive loss (Li et al. 2021) is
employed to promote the similarity of global representations
of paired videos and queries.

Lglobal = −
1

B

B∑
i=1

log
exp((Gi

v) (G
i
t)

T)∑B
i=1

∑B
j=1 exp((G

i
v) (G

j
t )

T)
,

(5)

where B is the batch size, Gi
v ∈ Rd and Gi

t ∈ Rd are the
global feature of the i-th video and the i-th query in a train-
ing batch, respectively. Specifically, Gi

v is obtained by av-
eraging all clip features F̂v within the i-th video, and Gi

t is
derived by averaging word-level features F̂t in the i-th query.

Visual Feature Refinement for Modal Interaction
The goal of modal interaction is to generate discriminative
joint features from visual and textual features (Lei, Berg,
and Bansal 2021), which play a key role in joint MR&HD.
In the literature (Lei, Berg, and Bansal 2021), visual and tex-
tual features are simply concatenated for modal interaction.
However, videos generally contain a large number of clips
irrelevant to the textual query, which may cause the model
to pay too much attention to these irrelevant contents, result-
ing in ignoring the really important clips.

To suppress the interference of query-irrelevant informa-
tion in visual features, we introduce a query-guided visual
feature refinement module inspired by the literature (Xiong,
Zhong, and Socher 2017) for modal interaction. This mod-
ule employs the textual query as a guide to refine clip-level
visual features to effectively suppress irrelevant information
present in the video and retain temporal cues. The similarity
matrix between aligned clip-level visual features and word-
level textual features is calculated as:

A =
Linear(F̂v)Linear(F̂t)

T

√
d

, (6)

where A ∈ RL×N is the similarity matrix and Linear(·) rep-
resents the linear projection layer. Then the similarity ma-
trix is used to weigh and sum the query and video features
respectively to obtain preliminary refinement features.

Fv2q = Ar F̂t, (7)

Fq2v = Ar A
T
c F̂v, (8)

whereAr andAc represent the results after row softmax nor-
malization and column softmax normalization of A, Fv2q

and Fq2v are the clip-level textual features and word-level
visual features, respectively. Finally, to further use text
queries to optimize clip-level visual features F̂v , we perform
the following feature concatenation and obtain the final re-
fined clip features F v through linear projection.

FCat
v =

[
F̂v‖Fv2q‖F̂v � Fv2q‖F̂v � Fq2v‖FG

t

]
, (9)

F v = Linear(FCat
v ), (10)

where FG
t ∈ RL×d is a matrix formed by copying and splic-

ing the text global features obtained through the pooling op-
eration, [·‖·] means concatenation, and � is the Hadamard
product. Then, modality fusion is performed using a cross-
attention layer to further incorporate query features into
the joint features, where textual features are from the re-
fined clip feature Qv = Linearq(F v), key and value fea-
tures are from the textual features Kt = Lineark(F̂t) and
Vt = Linearv(F̂t).

Z = Attention(Qv,Kt, Vt) = Softmax
(
QvK

T
t√
d

)
Vt,

(11)

where Z ∈ RL×d represents joint features through modal
interaction between refined visual features and textual fea-
tures.

Task Cooperation
Although previous methods (Lei, Berg, and Bansal 2021;
Liu et al. 2022b; Moon et al. 2023) have attempted to jointly
solve MR and HD, these methods usually focus on optimiz-
ing the shared multi-modal feature extraction and feature in-
teraction modules to improve the discrimination of joint fea-
tures using a multi-task learning framework. However, the
inherent complementarity between MR and HD tasks is un-
derutilized.

In essence, video clips with high highlight scores are often
strong candidates for MR. Because highlight-worthy clips
tend to possess enhanced visual significance and attraction.
Additionally, clips within the moment relevant to the current
query probably cover the highlights, too. This is because
query-relevant moments also contain visual expressions of
user needs, which helps to refine the highlight score distri-
bution from the visual perspective. Given these insights, we
propose a task cooperation module consisting of HD2MR
and MR2HD components.

HD2MR MR can leverage the highlight scores obtained
by HD to empower the exclusion of irrelevant or less attrac-
tive video clips. We first use the multi-head attention mech-
anism and a linear layer to obtain clip-level highlight scores
from the joint features Z.

H = Linear(MHA(Z)), (12)

where MHA(·) represents multi-head attention that is em-
ployed to model video temporal information and H ∈ RL is
the predicted highlight scores.

To filter out non-highlight information in Z and explicitly
inject highlight scores information into the MR pipeline, we
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multiply the clip-level highlight scores H with the joint fea-
tures Z to obtain the enhanced joint features Z ∈ RL×d.
Then, Z is input into the MHA again for joint features en-
coding.

Z = Softmax(H)� Z,
Ẑ = MHA

(
Z + Z

)
,

(13)

where Ẑ is the joint features of the perceived highlight
scores. Finally, these enhanced features Ẑ are fed into the
transformer decoder and prediction head from the litera-
ture (Liu et al. 2022a) to obtain the ultimate retrieved mo-
ments.

MR2HD HD, in turn, gains a deeper understanding of
video content and user needs by leveraging the text query
and retrieved moments from MR. We employ the gated re-
current unit (GRU) (Chung et al. 2014) to effectively capture
global information from the retrieved moments.

FM
v = GRU(m), (14)

where m represents the clip feature vectors in F̂v of the re-
trieved moments from HD2MR and FM

v ∈ Rd is the global
feature vector of these retrieved moments. To use the vi-
sual information of the retrieved moments to refine high-
light scores prediction, we calculate similarity scores be-
tween FM

v and visual features F̂v .

Sref =
FM
v F̂T

v

‖FM
v ‖2 ‖F̂v‖2

, (15)

where Sref ∈ RL is the correlation between clips and FM
v .

The highlight score refinement process involves multiplying
the clip-level correlation scores by Ẑ, then adding them to
Z, and finally obtaining refined scores by linear projection.
The formulation is as follows:

H = Linear(Z + Softmax(Sref )� Ẑ), (16)

where H ∈ RL is the refined highlight scores.

Objective Losses
The objective losses of TR-DETR include three parts: MR
loss Lmom, HD loss Lhigh, regulators losses Llocal and
Lglobal.

Ltotal = Lmom + Lhigh + λlg(Llocal + Lglobal), (17)

where λlg is the coefficient of local-global regulators losses.
Lmom andLhigh are consistent with QD-DETR (Moon et al.
2023).

Experiment
Datasets
QVHighlights dataset (Lei, Berg, and Bansal 2021) com-
prises 10,148 content-rich videos from YouTube. Each video
is accompanied by at least one manually annotated text
query, where the highlight clips are located within the cor-
responding moment. The evaluation process of this dataset

is particularly fair as the annotations of the test set are inac-
cessible. The prediction results of the model need to be up-
loaded to the QVHighlights server’s CodaLab competition
platform1 for impartial performance assessment.

Charades-STA dataset (Gao et al. 2017) contains 9,848
videos capturing daily indoor activities and 16,128 human-
tagged query texts. Following QD-DETR(Moon et al. 2023),
we allocate 12,408 samples for training while the remaining
3,720 samples are for testing.

TVSum dataset (Song et al. 2015) is a benchmark dataset
for HD. It contains 10 different categories of videos, and
each category comprises 5 videos. To ensure consistency
with QD-DETR (Moon et al. 2023), 80% of the dataset is
utilized for training and the remaining for testing.

Metrics and Experimental Settings
We use common metrics from recent studies like Moment-
DETR, UMT, QD-DETR, and MH-DETR. For QVHigh-
lights, we calculate Recall@1 with IoU ∈ {0.5, 0.7} and
mean average precision (mAP) with IoU ∈ {0.5, 0.75}. Fol-
lowing Lei et al. (Lei, Berg, and Bansal 2021), we also uni-
formly sample 10 IoU thresholds from {0.5, 0.95} to calcu-
late mAP, and take the average as the average mAP metric.
For highlight detection, we use mAP and HIT@1. Charades-
STA involves Recall@1 with IoU ∈ {0.5, 0.7}, while for
TVSum, top-5 mAP is the main metric.

In addition, we introduce implementation details and hy-
perparameters as follows. The hidden layer dimension d is
256, and λlg is set to 0.3. We use PANN (Kong et al. 2020)
trained on the AudioSet dataset (Gemmeke et al. 2017)
to extract audio features. For QVHighlights, we use Slow-
Fast (Feichtenhofer et al. 2019) and CLIP to extract visual
features and the text encoder in CLIP to extract textual fea-
tures. The training phase involves 200 epochs, a batch size of
32, and a learning rate of 1e-4. For TVSum, we use the I3D
pre-trained on Kinetics-400 for visual features and CLIP for
textual features. Training spans 2000 epochs with a batch
size of 4 and a learning rate of 1e-3. In Charades-STA, we
extract visual features with VGG (Simonyan and Zisserman
2015), I3D (Carreira and Zisserman 2017), SlowFast, and
CLIP, and use GLoVe (Pennington, Socher, and Manning
2014) for textual features. The training phase includes 100
epochs, a batch size of 8, and a learning rate of 1e-4. More-
over, all our experiments are conducted on Nvidia RTX 4090
and Gen Intel(R) Core(TM) i7-12700 CPU.

Comparison with Other Methods
Table 1 reports the TR-DETR’s performance on joint mo-
ment retrieval and highlight detection tasks. Meanwhile, Ta-
bles 2 and 3 list the results of different methods on moment
retrieval and highlight detection, respectively.

In Table 1, we evaluate the performance of moment re-
trieval and highlight detection simultaneously based on the
QVHighlights dataset. For a fair comparison, we compare
the performance with UniVTG (Lin et al. 2023) without
pre-training. As shown in Table 1, our TR-DETR method

1https://codalab.lisn.upsaclay.fr/competitions/6937
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Method Src

Moment Retrieval HD
R1 mAP ≥Very Good

@0.5 @0.7 @0.5 @0.75 Avg. mAP HIT@1

BeautyThumb (Song et al. 2016) V - - - - - 14.36 20.88
DVSE (Liu et al. 2015) V - - - - - 18.75 21.79
MCN (Hendricks et al. 2018) V 11.41 2.72 24.94 8.22 10.67 - -
CAL (Escorcia et al. 2019) V 25.49 11.54 23.40 7.65 9.89 - -
XML (Lei et al. 2020) V 41.83 30.35 44.63 31.73 32.14 34.49 55.25
XML+ (Lei, Berg, and Bansal 2021) V 46.69 33.46 47.89 34.67 34.90 35.38 55.06
MDETR (Lei, Berg, and Bansal 2021) V 52.89 33.02 54.82 29.40 30.73 35.69 55.60
QD-DETR (Moon et al. 2023) V 62.40 44.98 62.62 39.88 39.86 38.64 62.40
UniVTG (Lin et al. 2023) V 58.86 40.86 57.60 35.59 35.47 38.20 60.96
TR-DETR V 64.66 48.96 63.98 43.73 42.62 39.91 63.42
UMT (Liu et al. 2022b) V+A 56.23 41.18 53.38 37.01 36.12 38.18 59.99
QD-DETR (Moon et al. 2023) V+A 63.06 45.10 63.04 40.10 40.19 39.04 62.87
TR-DETR V+A 65.05 47.67 64.87 42.98 43.10 39.90 63.88

Table 1: Experimental results on the QVHighlights test set. HD represents the results of highlight detection. ‘V’ and ‘A’ repre-
sent using video and audio features, respectively. Bold letters indicate the best results, while underlined results are suboptimal.

(b)

(a)

Figure 2: Qualitative results of TR-DETR on QVHighlights val set.

outperforms the current best approach on all metrics. Espe-
cially with visual features only, TR-DETR exhibits a signif-
icant increase in performance under more stringent metrics
and high IOU thresholds. Compared with previous methods,
TR-DETR improves R1@0.7 and mAP@0.75 by 3.98% and
3.75%, respectively. In addition, after introducing audio in-
formation, the performance of a few indicators decreases.
This may be because the audio features are spliced directly
behind the video features, causing misaligned multi-modal
features to be combined and thus impairing modal interac-
tions.

In Table 2, we use VGG, C3D, and SF+C features to com-

prehensively evaluate the performance of TR-DETR on the
Charades-STA dataset. For each feature of VGG, C3D and
SF+C, we follow the data preparation settings of UMT (Liu
et al. 2022b), VSLNet (Zhang et al. 2021), and Moment-
DETR (Lei, Berg, and Bansal 2021), respectively. As shown
in Table 2, our TR-DETR shows comparable performance
on VGG and SF+C features. Also, performance on some
metrics degrades with the introduction of audio, possibly
due to insufficient modal interaction. Compared with using
only VGG features, the performance of the proposed method
is slightly different from UniVTG when using SF+C fea-
tures. We believe the reasons are as follows: semantic in-
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(a)

(b)

Figure 3: Qualitative results of TR-DETR on TVSum val set.

Method Feat R1@0.5 R1@0.7

SAP (Chen and Jiang 2019) VGG 27.42 13.36
TripNet (Hahn et al. 2020) VGG 36.61 14.50
MAN (Zhang et al. 2019) VGG 41.24 20.54
2D-TAN (Zhang et al. 2020) VGG 40.94 22.85
FVMR (Li et al. 2021) VGG 42.36 24.14
UMT† (Liu et al. 2022b) VGG 48.31 29.25
QD-DETR (Moon et al. 2023) VGG 52.77 31.13
QD-DETR† (Moon et al. 2023) VGG 55.51 34.17
TR-DETR VGG 53.47 30.81
TR-DETR† VGG 54.49 32.37

CTRL (Gao et al. 2017) C3D 23.63 8.89
ACL (Ge et al. 2019) C3D 30.48 12.20
MAN (Zhang et al. 2019) C3D 46.53 22.72
DEBUG (Lu et al. 2019) C3D 37.39 17.69
VSLNet (Zhang et al. 2021) I3D 47.31 30.19
QD-DETR (Moon et al. 2023) I3D 50.67 31.02
TR-DETR I3D 55.51 33.66

QD-DETR (Moon et al. 2023) SF+C 57.31 32.55
UniVTG (Lin et al. 2023) SF+C 58.01 35.65
TR-DETR SF+C 57.61 33.52

Table 2: Experimental results on the Charades-STA test set.
‘†’ represents using audio features.

formation of features extracted by different-scale feature ex-
tractors (e.g. VGG and PANN) varies greatly. In our method,
the local-global multi-modal alignment module is used to
force the alignment of the visual features of VGG, the audio
features of PANN, and the text features of GLoVe, which
is challenging and results in relatively weak performance.
However, when text, visual and audio features are all de-
rived from large models, such as CLIP, our method shows
excellent performance on the QVHighlights dataset.

Consistent with previous work on highlight detection, we
evaluate the performance of the proposed TR-DETR on each
video category and calculate the top-5 mAP scores. The re-
sults are shown in Table 3. In addition, to comprehensively
evaluate the overall performance of TR-DETR, we calculate

Figure 4: The impact of local-global alignment loss and λlg
based on QVHighlights val set, introducing audio features.

the average value of top-5 mAP on 10 categories. The pro-
posed TR-DETR exceeds the previous method by approxi-
mately 3.1% when using only video features, which demon-
strates the powerful performance of TR-DETR in solving
HD alone.

Visualization
In Figures 2 and 3, we visualize the qualitative analy-
sis results of TR-DETR on the QVHighlights and TV-
Sum datasets, respectively. In Figure 2, compared with QD-
DETR, TR-DETR shows more reasonable and accurate re-
sults in terms of retrieved accuracy and highlight score dis-
tribution. In Figure 3 a), the proposed TR-DETR can ac-
curately fit the highlight score distribution. We believe that
these performance improvements are due to the combination
of the proposed modules. In addition, in Figure 3 b), it may
be that the model only noticed the concept of “puppy dog”,
resulting in unreasonable high highlight scores in the middle
of the result.

Ablation
To verify the effect of each module in the proposed TR-
DETR, we conduct a comprehensive ablation experiment,
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Method Src VT VU GA MS PK PR FM BK BT DS Avg

sLSTM (Zhang et al. 2016) V 41.1 46.2 46.3 47.7 44.8 46.1 45.2 40.6 47.1 45.5 45.1
SG (Yuan et al. 2020) V 42.3 47.2 47.5 48.9 45.6 47.3 46.4 41.7 48.3 46.6 46.2
LIM-S (Xiong et al. 2019) V 55.9 42.9 61.2 54.0 60.3 47.5 43.2 66.3 69.1 62.6 56.3
Trailer (Wang et al. 2020) V 61.3 54.6 65.7 60.8 59.1 70.1 58.2 64.7 65.6 68.1 62.8
SL-Module (Xu et al. 2021) V 86.5 68.7 74.9 86.2 79.0 63.2 58.9 72.6 78.9 64.0 73.3
QD-DETR (Moon et al. 2023) V 88.2 87.4 85.6 85.0 85.8 86.9 76.4 91.3 89.2 73.7 85.0
UniVTG (Lin et al. 2023) V 83.9 85.1 89.0 80.1 84.6 87.0 70.9 91.7 73.5 69.3 81.0
TR-DETR V 89.3 93.0 94.3 85.1 88.0 88.6 80.4 91.3 89.5 81.6 88.1
MINI-Net (Hong et al. 2020) V+A 80.6 68.3 78.2 81.8 78.1 65.8 75.8 75.0 80.2 65.5 73.2
TCG (Ye et al. 2021) V+A 85.0 71.4 81.9 78.6 80.2 75.5 71.6 77.3 78.6 68.1 76.8
Joint-VA (Badamdorj et al. 2021) V+A 83.7 57.3 78.5 86.1 80.1 69.2 70.0 73.0 97.4 67.5 76.3
UMT (Liu et al. 2022b) V+A 87.5 81.5 88.2 78.8 81.4 87.0 76.0 86.9 84.4 79.6 83.1
QD-DETR (Moon et al. 2023) V+A 87.6 91.7 90.2 88.3 84.1 88.3 78.7 91.2 87.8 77.7 86.6
TR-DETR V+A 90.6 92.4 91.7 81.3 86.9 85.5 79.8 93.4 88.3 81.0 87.1

Table 3: Experimental results on the TVSum val set. ‘V’ and ‘A’ represent using video and audio features, respectively.

Setting LGAM VFR MR2HD HD2MR

Moment Retrieval HD

R1 mAP ≥Very Good

@0.5 @0.7 @0.5 @0.75 Avg. mAP HIT@1

(a) 57.72 42.35 59.10 38.16 38.03 36.76 57.44

(b) X 63.10 44.97 63.13 40.22 40.47 39.92 63.87
(c) X 64.19 47.61 63.50 42.90 41.74 39.71 64.13
(d) X 58.39 42.71 59.28 39.19 38.76 37.80 58.8
(e) X 59.61 42.26 60.91 39.28 39.26 37.67 58.45

(f) X X 59.81 44.71 60.25 39.33 39.80 37.86 57.94
(g) X X X 62.13 47.16 62.00 42.79 41.21 39.76 62.65
(h) X X X 63.23 46.90 63.30 42.47 41.64 38.12 59.55
(i) X X 66.32 50.71 65.71 44.82 43.95 40.35 64.90

(j) X X X X 67.10 51.48 66.27 46.42 45.09 40.55 64.77

Table 4: Comparison with the baseline (Moment-DETR with cross-attention module and DAB-DETR’s decoder (Liu et al.
2022a)) with different module combinations on QVHighlights val set. LGAM represents the local-global alignment module,
and VFR is the visual feature refinement module.

and the results are listed in Table 4. Settings (b) to (e) show
the performance of each component on the baseline model
compared to setting (a). Setting (f) demonstrates the exis-
tence of task reciprocity. Compared with setting (c), the rea-
son for the performance degradation in setting (h) may be
the semantic mismatch between modalities, resulting in mu-
tual degradation of tasks. Setting (i) shows the huge perfor-
mance improvement of the proposed local-global alignment
loss combined with visual feature refinement.

To further verify the effect of the proposed local-global
alignment loss, we also conduct ablation experiments on
its coefficients. As shown in Figure 4, after adding the lo-
cal global regularization term, the model’s performance has
been significantly improved by about 5%. In addition, as the
value of the hyperparameter λlg gradually increases, the per-
formance improvement becomes more significant. When λlg
is set to 0.3, the model performance reaches its peak and
then begins to decline slowly. Comparing the hyperparam-

eter values of 0 and 0.3, the model performance has been
improved by about 7% in total, confirming the significant
role of the local-global alignment regulators.

Conclusion
This paper proposes a TR-DETR to explore the reciprocity
between HD and MR tasks. First, local-global alignment
regulators are designed to align visual and textual fea-
tures. Then, a visual feature refinement module is con-
structed to obtain discriminative joint features. Finally, a
task-reciprocal module is proposed to inject highlight score
information into the moment retrieval pipeline and optimize
highlight score prediction by utilizing retrieved moments.
Extensive experiments on several datasets demonstrate the
effectiveness of TR-DETR. However, TR-DETR cannot effi-
ciently utilize data from the audio modality. In the future, we
will study novel multi-modal feature interaction networks to
coordinate information from multiple modalities.
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