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Abstract

In set-based face recognition, we aim to compute the most discriminative descriptor from an unbounded set of images and videos showing a single person. A discriminative descriptor balances two policies when aggregating information from a given set. The first is a quality-based policy: emphasizing high-quality and down-weighting low-quality images. The second is a diversity-based policy: emphasizing unique images in the set and down-weighting multiple occurrences of similar images as found in video clips which can overwhelm the set representation. This work frames face-set representation as a differentiable coreset selection problem. Our model learns how to select a small coreset of the input set that balances quality and diversity policies using a learned metric parameterized by the face quality, optimized end-to-end. The selection process is a differentiable farthest-point sampling (FPS) realized by approximating the non-differentiable Argmax operation with differentiable sampling from the Gumbel-Softmax distribution of distances. The small coreset is later used as queries in a self and cross-attention architecture to enrich the descriptor with information from the whole set. Our model is order-invariant and linear in the input set size. We set a new SOTA to set face verification on the IJB-B and IJB-C datasets. Our code is publicly available at https://github.com/ligaripash/FaceCoresetNet.

Introduction

Face Set Recognition (FSR) is a variant of Face Recognition (FR) that involves recognizing an individual’s identity based on a template, that is an unbounded and unordered set of images and video clips depicting a particular face instead of a single photograph. A template is shown in the Fig. 1. Given the added data, FSR is more accurate compared to FR. The increased accuracy and proliferation of face media available on the Internet and public cameras make FSR an attractive solution for ‘in the wild’ situations, such as in unconstrained surveillance and Homeland Security scenarios (Kalka et al. 2018) where image quality is lacking due to low resolution, extreme pose, illumination, occlusions, and recognition of a single image is difficult.

FSR consists of verification, which means confirming the identity of an input query template (also referred to as a probe) and identification, which entails searching a database of registered subjects (known as a gallery) to identify an unknown probe person. FSR schemes encode the images in a template into a fixed-size vector descriptor to allow computationally efficient similarity search. As the templates consist of an arbitrary number of images and video frames, the image aggregation process has to be efficient with respect to the template’s size. Furthermore, since the template is an unordered set of images, the aggregation should be permutation invariant. Additionally, the aggregation should prioritize informative images while downplaying uninformative, low-quality (blurry, poorly lighted) images. Finally, the process of feature fusion should factor in “face burstiness”. If a template includes a burst of similar frames as in video clips, the burst should not overpower the template descriptor.

Some aggregation schemes apply average pooling (Chen et al. 2015; Parkhi, Vedaldi, and Zisserman 2015) to the set of features. However, this method presents a significant drawback. All images within the set are weighted equally, regardless of their quality. To address this issue, (Kim, Jain, and Liu 2022; Meng et al. 2021) suggest facial features
whose magnitude is proportional to image quality. To improve the aggregation, other works model intra-set relationships using reinforcement learning (Liu et al. 2018), recurrent models (Gong, Shi, and Jain 2019), or self-attention (Gong et al. 2019; Liu et al. 2019; Liu, Yan, and Ouyang 2017; Xie and Zisserman 2018). In contrast to intra-set modeling, face burstiness received only limited attention in the literature (Wang, Zhao, and Wu 2022).

While Recurrent methods (Graves and Graves 2012; Gong, Shi, and Jain 2019) are effective in sequence modeling, they are unsuitable for modeling orderless sets as they are not permutation invariant. On the other hand, Multhead Self Attention (MSA) (Vaswani et al. 2017; Liu et al. 2018) is an effective permutation-invariant approach to model self-attention among template features, but it becomes impractical for large templates since it is quadratic in the template size.

In this work, we propose a feature aggregation approach, denoted FaceCoresetNet, that selects a small coreset we dub Core-Template of the face template with balanced quality and diversity. Given \( N \) data points, a coreset is a smaller subset of \( K \ll N \) sampled points that approximate the original dataset with respect to a given metric. It is often used to speed up training or reduce the memory and storage requirements of large datasets (Mirzasoleiman, Bilmes, and Leskovec 2020; Campbell and Broderick 2018; Pooladzandi, Davini, and Mirzasoleiman 2022).

We select the Core-Template using a greedy differentiable farthest point sampling (FPS) process with a learned metric parameterized by the quality of the face images. As computing the farthest point requires an Argmax operation, which is not differentiable, we suggest a novel differential FPS by replacing the Argmax operation with sampling from the differentiable Gumbel-Softmax (Jang, Gu, and Poole 2016) distribution of quality-aware distances. Unlike conventional FPS which starts with a point selected at random, our selection process starts with highest quality feature, hence the selection is permutation invariant. An example of a face template and the selected Core-Template is depicted in Fig. 1. As far as we know, this is the first differentiable coreset selection method with potential value to other fields.

To enhance the Core-Template representation, we compute self-attention amongst the Core-Template features. To enrich the representation with information from the full template missing from the Core-Template, we compute cross-attention between the Core-Template and the full template, using the Core-Template features as queries and the full template as Key-Values. By using the Core-Template features as queries for self-attention and cross-attention, we compute attention in linear time, unlike the typical quadratic time complexity in other works modeling intra-template relations, such as in the well-written paper by (Kim et al. 2022).

As a final step, we sum and normalize the enriched Core-Template features to get the final feature representation for the template. The final template representative feature is used to compute the vanilla FR adaptive margin loss (Kim, Jain, and Liu 2022) to optimize the model, which is simple and effective. The Core-Template selection process and attention computation are linear in the template size, facilitating an overall linear time complexity of FaceCoresetNet.

The proposed scheme is shown to achieve SOTA accuracy on the IJB-B (Whitelam et al. 2017), IJB-C (Maze et al. 2018) FSR benchmarks.

In particular, we propose the following contributions:

- We propose a novel differential, permutation invariant, coreset selection for SFR, with a differentiable FPS strategy based on a quality-aware metric to balance quality and diversity. The coreset selection and metric parameters are part of the trained model and optimized end-to-end. As far as we know, this is the first differential coreset selection method with potential value to other fields.
- We model intra-template relations using the selected coreset as queries in self and cross-attention architecture to extract information from the whole set.
- As far as we know, our algorithm is the first to compute intra-template relations in linear time.
- We use a vanilla FR AdaFace loss with no additional loss terms for a simple design.
- We establish a new SoTA for face verification on IJB-B and IJB-C datasets.

**Related Work**

A simple method to combine features involves computing the mean of a collection of features (Chen et al. 2015; Parkhi, Vedaldi, and Zisserman 2015). A limitation of this elementary technique is that inferior-quality images can dominate the combined descriptor, diminishing its discriminatory capacity. During training with margin-based softmax, superior-quality faces indirectly produce features with greater magnitude (Meng et al. 2021; Kim, Jain, and Liu 2022). By summing the features, high-quality images are inherently emphasized without needing explicit image quality evaluation. Both CFAN (Deng et al. 2019) and QAN (Liu, Yan, and Ouyang 2017) employ a self-attention mechanism to learn image weighting through an explicit quality assessment (Gong et al. 2019; Liu, Yan, and Ouyang 2017). Nevertheless, these approaches share a common drawback: they do not consider the relationships within the set during the weight computation stage.

To model intra-set relationships, the nonlocal neural network and RSA (Liu et al. 2019; Wang et al. 2018) utilize intermediate feature maps \( U_i \) of size \( C_m \times H \times W \), during aggregation. This approach leverages the rich and complementary information feature maps provide and considers spatial relationships to refine them. However, the main limitation is the intensive computation required for attention calculation. Specifically, for a set of \( N \) feature maps, an attention module requires an affinity map of size \( (N \times H \times W)^2 \). CAFace, cluster and Aggregate network (Kim et al. 2022) generates an affinity map of size \( N^2 \), resulting in improved computation efficiency for attention calculation. Using our differential selection of coresets, this work reduces the feature fusion complexity to \( O(N) \).
Set burstiness suppression network (Wang, Zhao, and Wu 2022), tackles the face burstiness, a problem mostly overlooked by FSR research, by quantizing the face set feature Gram matrix, which has a size of $N^2$. In the main FSR datasets IIB-B, IIB-C, each image in each template is labeled by its media source (either a video clip or a singular image). MagFace and AdaFace (Kim, Jain, and Liu 2022; Meng et al. 2021) workaround the face burstiness problem by using these labels to fuse each media source separately and then sum the per-media features to produce the final fused feature. In this method, each media source contributes equally to the final descriptor, regardless of size, mitigating the burstiness problem. In our work, we solve face burstiness in linear time without resorting to media labels, which may not be available, and still achieve superior performance.

DAC (Liu et al. 2018) proposes an RL-based quality estimator, while MARN (Gong, Shi, and Jain 2019) is an RNN-based quality estimator. However, these methods are not agnostic to input order, making them unsuitable for modeling orderless sets. In contrast, our method is permutation invariant, and well suited for set modeling.

A long-standing practice in fundamental approaches such as kNN and kMeans (Har-Peled and Kushal 2005) or mixture models (Feldman, Faulkner, and Krause 2011) is the use of subsets of the core to approximate the structure of an available set. These subsets enable the finding of approximate solutions with considerably reduced costs (Agarwal et al. 2005). Recently, coreset-based methods have made their way into Deep Learning techniques, such as network pruning (Mussay et al. 2021), active learning (Kim and Shin 2022), and increasing effective data coverage of mini-batches for improved GAN training (Sinha et al. 2020), or representation learning (Roth et al. 2020). The latter two have achieved success through a greedy coreset selection mechanism.

As far as we know, all previous coreset selection methods are non-differentiable. In contrast, in our proposed method, the coreset selection is integrated into our PyTorch model and trained end-to-end. Quality-based distance metric parameters are optimized during training, allowing an optimal balance between quality and diversity in the selected coreset.

To implement our differentiable Core-Template selection, we use the Gumbel-Softmax (Jang, Gu, and Poole 2016) technique, which enables the smoothing of discrete categorical distributions, making them suitable for backpropagation. It employs the Gumbel-Max reparametrization trick, which efficiently draws samples from a Categorical distribution. Let $z$ be the categorical variable with class probabilities $\pi_1, \pi_2, \ldots \pi_k$. The trick asserts that sampling from the categorical distribution is equivalent to sampling from the following expression:

$$z = \text{one.hot}(\text{argmax}[g_i + \log \pi_i])$$

Here, $\log \pi_i$ denotes the logits of the categorical distribution, and $g_i$ follows a Gumbel distribution with parameters $(0,1)$. To avoid non-differentiability introduced by the Argmax operation, it is replaced with a Softmax function:

$$y_i = \frac{\exp((\log(\pi_i) + g_i)/\tau)}{\sum_{j=1}^k \exp((\log(\pi_j) + g_j)/\tau)} \text{ for } i = 1, \ldots, k.$$  

The temperature parameter ($\tau$) controls the spreading of the distribution. As $\tau$ approaches zero, the Gumbel-Softmax method converges to the discrete categorical distribution. During training, a $\tau$ value of 1 is typically used, while during inference, $\tau$ approaches zero ($\tau \to 0^+$). (Yang et al. 2019) employ the Gumbel-Softmax for a differentiable sampling of point clouds, facilitating tasks such as point cloud segmentation and classification.

Multi-head self-attention (MSA) (Vaswani et al. 2017) is a commonly used function representing intra-set and inter-set relationships through an affinity map. It is a critical
component of transformer architectures, which have surpassed CNNs in various visual tasks (Dosovitskiy et al. 2021; Zhang et al. 2022; Zheng et al. 2021). In principle, each MSA output value is a weighted average of other values controlled by the queries and keys affinity. The MSA time complexity is $O(N^2)$; hence computing intra-set attention on a large template is prohibitive. To reduce the computation time, we compute intra-set attention on a fixed-size coreset, and cross-attention between the coreset and the template in $O(N)$ time.

**Method**

Let $T = \{x_1, x_2, \ldots, x_N\}$ be a template of $N$ facial images of the same identity. The goal is to produce a discriminative single compact feature vector $f$ from $T$. To compute $f$, we employ an Extract, Select, Attend and Aggregate paradigm. To Extract (fig. 2 left) compact feature $f_i$ from each image $x_i$, we use a pre-trained frozen single image FR model $E : x_i \rightarrow f_i$ following (Meng et al. 2021; Kim, Jain, and Liu 2022). The set of features produced is $F = \{f_1, f_2, \ldots, f_N\}$ or in a matrix notation $F \in \mathbb{R}^{N \times N_c}$, where $N_c$ is the number of channels in the compact feature. During training, we create a batch of $B$ templates of $B$ different individuals. Each template of size $N$ where $N_{min} \leq N \leq N_{max}$, i.e. $F \in \mathbb{R}^{B \times N \times N_c}$. The template size $N$ is randomly selected for each mini-batch.

**Core Template Selection**

To reduce the template feature size $F$ from unbounded size $N$, we Select (Fig. 2 blue block) a core template denoted $CT$ of fixed size $K$. Our core template selection process strives to select high-quality images with diverse appearances to address the burstiness problem. As established in (Kim, Jain, and Liu 2022), $||f_i||$ is a proxy for $x_i$’s image quality. Our core template selection starts by selecting the feature $f_i$ with the largest norm in $F$, the template’s highest quality feature. Following the farthest point sampling (Eldar et al. 1997) paradigm, in each selection iteration, we choose the farthest feature in $F \setminus CT$ from the set of features already selected in $CT$. The farthest point in our setting should correlate to a high-quality image with a diverse appearance relative to the features already selected for the core template. Cosine distance between two features $f_i$ and $f_j$ is defined as:

$$d_c(f_i, f_j) := 1 - \frac{f_i \cdot f_j}{||f_i|| ||f_j||} \quad (1)$$

Large cosine distance between features correlates with large appearance variations (face pose, expression, age, etc.) between the corresponding images. Selecting the farthest feature using this metric encourages core template appearance diversification, but ignores image quality, resulting in the selection of diverse but low-quality images. To account for image quality, we scale the cosine distance by the feature norm exponentiated by a learned parameter $\gamma$ to balance between quality and diversity:

$$d_q(f_i, f_j; \gamma) := d_c(f_i, f_j)||f_j||^\gamma \quad (2)$$

Here, $f_i \in CT$ and $f_j \in F \setminus CT$ and $d_q$ is a non-symmetric distance function modulated by image $x_j$’s quality. $\gamma$ is a trained parameter that reflects the optimal importance of the image quality. If $\gamma = 0$, there is no weight to quality and $d_q$ is reduced to $d_c$. If $\gamma \gg 1$, the feature quality dominates, and we have $d_q(f_i, f_j; \gamma) \approx ||f_j||^\gamma$ as illustrated in Fig. 4. The effect of using our quality aware distance function vs. regular cosine distance is illustrated in Fig. 3. In Fig. 3A, we have the template $F = \{f_1, f_2, f_3\}$ and $f_1$ already in the Core Template ($CT = \{f_1\}$), marked by the red dashed ellipse, and we want to choose the next feature for the core template out of $F \setminus \{f_1\} = \{f_2, f_3\}$ (marked by the blue dashed ellipse). Using the regular cosine distance, the feature $f_3$ of low-quality image 3 is farther from $f_1$ than high-quality image 2 due to its larger pose difference. As a result, the low quality $f_3$ feature is selected for $CT$ ($CT = \{f_1, f_3\}$), reducing the discriminative power of $CT$. In Fig. 3B, using our quality aware metric Eq. 2, the distance $d_q(f_1, f_2)$ is increased by $f_3$’s larger quality measure, and the distance $d_q(f_1, f_3)$ is reduced by $f_3$ lower quality, reversing the distance order and selecting the high quality $f_2$ for the core template ($CT = \{f_1, f_2\}$).

The Core-Template selection algorithm extends the FPS algorithm with important modifications. Instead of relying
on the non-differentiable Argmax operation to choose the feature in \( T \) farthest from \( CT \), we adopt a differentiable approach by sampling from the Gumbel-Softmax distribution of distances (Jang, Gu, and Poole 2016). This enables us to incorporate differentiability and leverage backpropagation during training. Additionally, we introduce a quality-based distance function that incorporates a learned parameter \( \gamma \), allowing the algorithm to achieve an optimal balance between quality and diversity in the selected Core-Template features. Furthermore, unlike the conventional FPS method that randomly selects the first feature, we prioritize the feature with the highest norm (highest quality) to be inserted first into the Core-Template \( CT \). This selection criterion ensures permutation invariance and enhances the algorithm’s overall performance. The pseudocode for our core template selection algorithm is in Listing 1.

The algorithm starts by sampling from the Gumbel-Softmax distribution of the template’s norms \( F \) (line 11). The sampling operator returns a 1-hot vector that is used in line 12 to insert the highest quality feature to the Core-Template \( CT \). In line 13, we calculate the distance from each feature in \( F \) to the newly selected feature in \( CT \). In each iteration of the loop starting at line 14 we add one new member to \( CT \) that is farthest from it. We use the quality aware distance function in line 22 for all the distance calculations. An example of one iteration in this process is depicted in Figure 5. Consider the feature set \( F = \{ f_1, f_2, f_3 \} \) and the initial Core-Template \( CT = \{ f_1 \} \). The quality aware distances from \( F \) to \( CT \) serve as input to the selection process. In the next stage, Gumbel noise is added to each distance value. These values are then multiplied by the temperature parameter \( \tau \), and the softmax operation is applied to obtain the final Gumbel-Softmax distribution. A mask is generated to identify the maximal value in the distribution, which is then utilized to determine the next feature to add to \( CT \).

Importantly, our proposed core template selection process time complexity is \( O(NK) \) where \( N \) is the template size, and \( K \) is the core template size with \( K << N \). Assuming \( K \) is a small constant (we found \( K = 3 \) optimal in our experiments), we have a selection process with linear complexity. In addition, the core template selection process is permutation invariant, as it depends solely on the geometrical attributes of each feature in \( F \) and not on their order.

**Attend**

Our core template selection process performs an important data reduction from unbounded template size \( N \) to a small fixed-size core template. This data reduction enables the application of attention mechanisms like multi-head-self-
attention (Vaswani et al. 2017), which have quadratic time complexity and are prohibitively slow for large templates.

We use Multihead Self Attention (MSA) as an encoder to enhance the selected core template representation power and exchange information among its features (Fig. 2).

Inspired by recent developments in detection transformers such as EfficientDETR (Yao et al. 2021), which demonstrate the superiority of leveraging image features as queries instead of relying on learned queries for decoding as in the original transformer (Vaswani et al. 2017) and DETR (Carion et al. 2020), we leverage the core template features as transformer decoder queries that interact with key values taken from the full template features in $P$. This allows the core template features to extract additional information from the full template that is missing from the core template.

**Norm encoding.** It appeals to our intuition that explicit image quality data can aid information extraction in multi-head attention settings, facilitating the suppression of low-quality features and highlighting high-quality features. To incorporate the quality information, we encode the feature norms as a quality proxy, using the standard Sinusidal convolution and the quality features and highlighting high-quality features. To compensate for the lack of video clips, we simulate a video clip by randomly sampling an image and applying various geometrical transformations (translations, rotations, etc.) on it to create multiple ”video frames”. Each training template comprises a random collection of still photos and simulated video clips with random addition of photometric noise to each image.

### Experiments

To allow for a valid comparison with the current SOTA, we strictly follow the experiments protocol of CAFace (Kim et al. 2022) (NeurIPS’22). Our training dataset is WebFace4M (Zhu et al. 2021), which contains 4.2 million facial images from 205,990 identities. We use CAFace’s pretrained face recognition model, $E$, an iResNet-101, trained with AdaFace loss on the entire WebFace4M dataset. To train the FaceCoresetNet, we use CAFace’s subset of 813,482 images from 10,000 identities. As VGG-2 (Cao et al. 2018) and MS1MV2 (Guo et al. 2016; Deng et al. 2019) creators have withheld them due to privacy and other issues, we do not use them in our experiments. We train FaceCoresetNet for 2 epochs till convergence, compared with CAFace’s 10 epochs training schedule.

We test on IJB-B (Whitelam et al. 2017) and IJB-C (Maze et al. 2018) datasets as they are intended for template-based face recognition. IJB-B comprises 1845 individuals and includes 11,754 images, 55,025 frames, and 7,011 videos. Each template in the dataset consists of a diverse collection of still images and video frames from various sources. These images and videos were gathered from the Internet and are considered unconstrained, as they exhibit considerable variation in pose, lighting conditions, and image quality. Following CAFace, we focus our experiments on face verification, where IJB-B offers 10,270 genuine template pair comparisons and 8,000,000 impostor comparisons, facilitating valid measurements of very small FAR values on the TAR@FAR ROC curve. IJB-C extends IJB-B by adding 1,661 new subjects, with increased emphasis on occlusion and diversity.

### Ablation and Analysis

To demonstrate the effectiveness of each component in FaceCoresetNet, we conduct a series of experiments by ablating individual components. Initially, we turned off all components, resulting in a configuration where the template feature was simply the average feature computed from all the templates’ features. The obtained TAR@FPR=1e-6 for the IJB-B dataset was 38.45 (Table 1). Subsequently, we enabled the differential core-template selection. We computed

<table>
<thead>
<tr>
<th>#</th>
<th>Core-Template Selection</th>
<th>Self Att</th>
<th>Cross Att</th>
<th>Norm Encoding</th>
<th>IJB-B:TAR@FAR=1e-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>38.45</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>48.01</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>49.24</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>51.71</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>52.56</td>
</tr>
</tbody>
</table>

Table 1: FaceCoresetNet Ablations
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<table>
<thead>
<tr>
<th>Method</th>
<th>Complexity (N: Template Size)</th>
<th>IJB-B 1:1 Verification TAR</th>
<th>IJB-C 1:1 Verification TAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaFace (Kim, Jain, and Liu 2022)</td>
<td>NA</td>
<td>90.86</td>
<td>94.47</td>
</tr>
<tr>
<td>RSA (Liu et al. 2019)</td>
<td>O(N^2)</td>
<td>91.22</td>
<td>94.58</td>
</tr>
<tr>
<td>SD + VBA (Wang, Zhao, and Wu 2022)</td>
<td>O(N^2)</td>
<td>90.89</td>
<td>94.85</td>
</tr>
<tr>
<td>CAFace (Kim et al. 2022)</td>
<td>O(N^2)</td>
<td>90.89</td>
<td>94.85</td>
</tr>
<tr>
<td>FaceCoresetNet</td>
<td>O(N)</td>
<td>95.28</td>
<td>91.22</td>
</tr>
</tbody>
</table>

Table 2: A performance comparison of recent methods on IJB-B (Whitelam et al. 2017) and IJB-C (Maze et al. 2018) datasets. FaceCoresetNet achieves the best results on TPR@FPR=1e-6 for both IJB-B and IJB-C while being the most efficient.

<table>
<thead>
<tr>
<th>γ policy</th>
<th>IJB-C: FAR=1e-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed 0 (Diversity priority)</td>
<td>90.84</td>
</tr>
<tr>
<td>Fixed 10 (Quality priority)</td>
<td>89.69</td>
</tr>
<tr>
<td>Trained</td>
<td>91.12</td>
</tr>
</tbody>
</table>

Table 3: Training γ for optimal balance between quality and diversity yields best results, compared with fixed γ values.

The FLOPS measurements for different template sizes are illustrated in Fig. 6. The results demonstrate that our algorithm indeed operates in linear time, while CAFace exhibits quadratic time complexity.

**Computation Complexity.** To validate our algorithm’s claimed linear time complexity, we employ (fvcore 2023) to calculate the FLOPS in our FaceCoresetNet and compare it against CAFace (Kim et al. 2022) using the authors’ code. The FLOPS measurements for different template sizes are illustrated in Fig. 6. The results demonstrate that our algorithm indeed operates in linear time, while CAFace exhibits quadratic time complexity.

**Conclusion**

In this work, we employ a method to fuse face template features by selecting a small, fixed-size core-template that balances quality and diversity. This selection uses a differentiable farthest-point sampling with a quality-aware distance metric, realized by sampling from the Gumbel-Softmax distribution of quality-aware distances.

The selected core template features are further enhanced using MHA self-attention. These enhanced features are then used as queries for MHA cross-attention between the core template and the entire template, enabling the extraction of additional information that may be missing from the core template.

Our proposed model achieves state-of-the-art accuracy on IJB-B and IJB-C datasets, all while maintaining reduced linear time complexity and simple design. FaceCoresetNet is showcased within the context of face set recognition, yet its applicability may extend to other domains requiring efficient feature fusion based on a differentiable selection with a learned metric. We hope to see an extension of this work to other domains in future research.
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