NeBLa: Neural Beer-Lambert for 3D Reconstruction of Oral Structures from Panoramic Radiographs
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Abstract

Panoramic radiography (Panoramic X-ray, PX) is a widely used imaging modality for dental examination. However, PX only provides a flattened 2D image, lacking in a 3D view of the oral structure. In this paper, we propose NeBLa (Neural Beer-Lambert) to estimate 3D oral structures from real-world PX. NeBLa tackles full 3D reconstruction for varying subjects (patients) where each reconstruction is based only on a single panoramic image. We create an intermediate representation called simulated PX (SimPX) from 3D Cone-beam computed tomography (CBCT) data based on the Beer-Lambert law of X-ray rendering and rotational principles of PX imaging. SimPX aims not only truthfully simulating PX, but also facilitates the reverting process back to 3D data. We propose a novel neural model based on ray tracing which exploits both global and local input features to convert SimPX to 3D output. At inference, a real PX image is translated to a SimPX-style image with semantic regularization, and the translated image is processed by generation module to produce high-quality outputs. Experiments show that NeBLa outperforms prior state-of-the-art in reconstruction tasks both quantitatively and qualitatively. Unlike prior methods, NeBLa does not require any prior information such as the shape of dental arches, nor the matched PX-CBCT dataset for training, which is difficult to obtain in clinical practice. Our code is available at https://github.com/sihwa-park/nebla.

Introduction

Panoramic radiography (Panoramic X-ray, or PX) is a standard imaging technique for examining and diagnosing dental conditions. However, PX only provides flattened 2D images, making it difficult to visualize the complete oral structure despite its panoramic nature. Since PX is a widely used imaging modality, there is a growing interest in estimating 3D oral structures from PX data. The estimated 3D representation offers a wide range of applications including 3D visualizations for patient education (Liang et al. 2020). Also, the generated 3D data can be integrated with virtual or augmented reality, e.g., in virtual surgical simulations for training physicians (Pohlenz et al. 2010; Li et al. 2021).

Cone-beam computed tomography (CBCT) is another dental imaging technique which provides a comprehensive 3D view of oral and maxillofacial structures. CBCT enables accurate 3D imaging of hard tissues, but it is more expensive (Lopes et al. 2016) and exposes patients to a greater dose of radiation compared to PX (Brooks 2009).

Previous studies (Liang et al. 2020; Song et al. 2021) used conventional encoder-decoder models for 3D reconstruction from PX data. Those models are trained with synthetic PX data generated from CBCT, instead of real-world PX. This is because it is difficult to obtain paired PX-CBCT data from the same patient. A number of problems arise from this approach. Firstly, the synthesis of PX typically involves flattening out layers of CBCT data (Yun et al. 2019), during which spatial information can be lost. Secondly, the encoder-decoder models are oblivious to how input PX are generated, and simply rely on supervision from synthetic data (Song et al. 2021). Thirdly, to compensate for lost spatial information, the reconstruction model requires additional information such as the shape of patients' dental arches (Song et al. 2021). To overcome these problems, we propose that the generation of synthetic PX and model architecture be closely intertwined. The PX synthesis should capture spatial information of CBCT which is based on the core principle of PX imaging. The model should be aware of the process of synthesizing 2D PX from 3D CBCT, so that the model can easily revert the process to reconstruct 3D data. Finally, one should narrow the domain gap between synthetic and real PX, so that CBCT can be accurately estimated from real PX.

Based on these guidelines, we propose a novel architecture named NeBLa (Neural Beer-Lambert) for the reconstruction of 3D oral structures from real-world PX images. To overcome the modality gap between real-world PX and CBCT, we propose an intermediate representation called simulated PX (SimPX). SimPX images are synthesized from CBCT by incorporating the imaging principles of PX and the Beer-Lambert law (Max 1995) to render realistic PX images. Next, we propose a neural model for density estimation from SimPX inspired by NeRF (Mildenhall et al. 2020). However, unlike original NeRF which generates novel views of a single object, NeBLa estimates 3D structures for multiple objects (patients) using input PX image as a condition. Our model is designed to capture both local and global features of SimPX to an effective estimation of object-dependent
densities. At the inference step, translation module is applied to convert the style from real PX to SimPX, where the model is trained for unpaired domain translation (Zhu et al. 2017) with semantic regularization to well-preserve the teeth region. Overall, the designs of PX synthesis and model architecture of NeBLa are tightly coupled for enhanced reconstruction. Experiments show that NeBLa significantly outperforms state-of-the-art baselines in both quantitative and qualitative evaluation.

Our contributions are summarized as follows: (1) We introduce a novel architecture based on ray tracing which reconstructs 3D oral structure from real-world PX. To our knowledge, NeBLa is the first attempt to accomplish the task without any prior information such as the shape of patients’ dental arches; (2) We propose a new method for simulated PX based on PX imaging principles and the Beer-Lambert Law without the need for matching CBCT and PX datasets during training; (3) Experiments show that NeBLa can generate oral structures of improved quality, and is more robust to variations in real-world PX, compared to previous state-of-the-art methods.

Related Work

2D-to-3D Reconstruction

In recent years, there has been growing interest in methods for generating 3D models from 2D images, ranging from explicit techniques such as voxel-, point-, and mesh-based methods, to implicit function-based techniques. Voxel-based approaches (Brock et al. 2016; Choy et al. 2016; Riegler, Osman Ulusoy, and Geiger 2017) have traditionally been a popular choice, however, the model size may grow exponentially with the target resolution of 3D models. Point-based methods (Fan, Su, and Guibas 2017; Wu, Qi, and Fuxin 2019) represent 3D objects as point clouds which can generate arbitrary-shaped 3D models with low computational complexity, but rely on point cloud datasets which may not be always available. Mesh-based approaches (Ranjjan et al. 2018; Wang et al. 2018) generate 3D mesh models which represent 3D space with vertices and faces, allowing a detailed representation of 3D objects. However, generating high-quality meshes can be challenging due to surface irregularities or self-intersections. Recently, methods based on implicit functions (Park et al. 2019; Mescheder et al. 2019; Mildenhall et al. 2020) have gained attention. Those methods utilize neural networks to represent object surfaces as continuous functions. NeRF (Mildenhall et al. 2020) is a novel approach for 3D modeling, and directly estimates the radiance field of a scene, allowing for high-quality rendering of photorealistic 3D objects and scenes from arbitrary viewpoints. NeBLa leverages the implicit function approach by NeRF for density estimation. The key difference is that, NeBLa reconstructs 3D structures of multiple objects, each from a panoramic view to each object; NeRF performs 3D modeling of a single object from multiple views to it.

3D Reconstruction from X-ray

Recent research on reconstructing 3D CT data or 3D volumes from 2D X-ray images has yielded promising results (Kasten, Doktofska, and Kovler 2020; Henzler et al. 2018). CNN-based generative models are commonly used for 3D generation. For example, encoder-decoder networks which take an X-ray image as input and generate 3D structures are considered in (Henzler et al. 2018; Kasten, Doktofska, and Kovler 2020; Liang et al. 2020). X2Teeth (Liang et al. 2020) reconstructs individual teeth in 3D shapes using segmentation of the input PX image. GAN-based models have been explored, such as X2CT-GAN (Ying et al. 2019) and Oral-3D (Song et al. 2021) which reconstruct 3D thorax and oral structures, respectively. Oral-3D addresses a similar task to ours. However, it requires prior information such as dental arches to reconstruct the oral structure. This is because their model uses synthesized PX images flattened from CBCT, and is trained to generate 3D flattened structures before making the final oral structure which needs a dental arch. One recent approach is NAF (Zha, Zhang, and Li 2022) which leverages NeRF (Mildenhall et al. 2020) to reconstruct 3D CBCT data from multiple projections of a single object. NAF requires CBCT images projected from various angles, whereas NeBLa only uses a single PX image during the training for each object.

Method

Overview

Our objective is to reconstruct 3D oral structures from 2D X-ray images. The 2D images are panoramic radiographs (Panoramic X-ray or PX) whereas 3D data is obtained from Cone-beam computed tomography (CBCT). To bridge the domain gap between PX and CBCT, we create an intermediate representation called simulated PX (SimPX). SimPX images are obtained from CBCT by simulating the process of PX imaging (Sec. Simulated PX). After creating the SimPX dataset from CBCT, we train a model for unpaired domain translation between real PX and SimPX (Sec. Translation Module). A 3D reconstruction model, consisting of generation (Sec. Generation Module) module, is trained for generating 3D structures from 2D SimPX. At inference, real PX data is input to the translation module which generates a SimPX-style image. The image is passed to generation module to generate realistic 3D oral structures. During training, NeBLa does not require matched PX-CBCT datasets, i.e., PX and CBCT image pairs from the same patient, nor any prior information, such as the shape of patients’ dental arches.

Background

PX is a diagnostic modality which provides a panoramic view of the teeth and maxillofacial skeleton in 2D images (Brooks 2009). The principle underlying PX involves positioning the patient’s head between the X-ray tube and the image receptor, capturing images as both rotate simultaneously. In order to align the focal plane with the dental curve, the center of rotation, marked as red dots in Fig. 1(a), shifts as the tube and receptor rotate. This enables the formation of focal plane aligned with dental arches (Whaites and Drage 2013) which is also called focal trough. As a result, PX shows the teeth region in sharp focus, while blurring the
overlying anatomy. In this work, we take this property into account to generate simulated PX images which closely resemble real-world PX.

Cone-beam computed tomography (CBCT) is a 3D imaging technique which enables comprehensive diagnosis and evaluation of dental and maxillofacial structures. In CBCT, a cone-shaped beam of X-rays rotates around the patient capturing images at multiple angles. The projected images are processed to reconstruct 3D volumetric data, e.g., using FDK algorithm (Feldkamp, Davis, and Kress 1984). CBCT is a complementary diagnostic tool to traditional PX in cases of complex dental procedures or implant placement. The downside compared to PX is the higher cost (Lopes et al. 2016) and the exposure to higher doses of radiation (Brooks 2014; Mah, Reeves, and McDavid 2010). Let \( \sigma \) denote the linear attenuation coefficient of the ray, and \( I_0 \) be the initial intensity, \( I \) be the received intensity, \( b \) be the constant, \( \epsilon_i \) be the infinitesimal length, and \( N \) be the number of discrete samples along the ray.

\[
I = I_0 \exp \left( -\int_0^l \mu(t) dt \right) \approx I_0 \exp \left( -\sum_{i=1}^N \mu_i \epsilon_i \right) \quad (1)
\]

where \( I_0 \) is the initial intensity, \( l \) is the distance the ray traversed through the medium, \( \mu \) is the linear attenuation coefficient. In the discrete expression, \( \epsilon_i \) is the infinitesimal length, and \( N \) is the number of discrete samples along the ray.

In conventional CT scans, the measurements are in Hounsfield Unit (HU). HU is proportional to the linear attenuation coefficient \( \mu \) given by the following relation: (DennOtter and Schubert 2019).

\[
HU = 1000 \times \frac{\mu - \mu_{\text{water}}}{\mu_{\text{water}}}. \quad (2)
\]

CBCT produces lower-resolution scans with less radiation dose compared to conventional CT scans. Although CBCT images are in 4096 gray levels in the range of -1000 to +3000 similar to HU, CBCT gray values are not necessarily identical to HU. This is due to several factors such as the relatively high noise levels, the cone beam geometry, and the limited field of view (FOV) size (Pauwels et al. 2013). Nevertheless, there exists an approximately linear relation between CBCT gray values and HU (Razi, Niknami, and Ghazani 2014; Mah, Reeves, and McDavid 2010). Let \( \sigma \) denote the CBCT gray value. Considering the linear relations among \( \mu \), HU, and CBCT gray values, we have that \( \mu \approx a \sigma + b \), where \( a \) and \( b \) are constants. Then the received X-ray intensity can be represented as

\[
I \approx I_0 \exp \left( -\sum_{i=1}^N (a\sigma_i + b) \epsilon_i \right) = AI_0 \exp \left( -a \sum_{i=1}^N \sigma_i \epsilon_i \right) \quad (3)
\]

where \( A := \exp \left( -b \sum_{i=1}^N \epsilon_i \right) = \exp (-bl) \), because the distance from the beam source to the receptor is fixed to \( l \). Since \( AI_0 \) is constant, we can assume \( AI_0 = 1 \) after normalizing the PX images.

Next, let \( \delta_i \) represent (infinitesimal) unit distance in the CBCT space. We may assume that the physical distance is proportional to the CBCT distance, i.e., \( \delta_i = c \epsilon_i \), for some constant \( c \). Thus, from Eq. 3, the transmittance (Max 1995) of the ray is given by

\[
T = \exp \left[ -\sum_{i=1}^N (\beta \sigma_i) \delta_i \right] \quad (4)
\]

where \( \beta := a/c \). Eq. 4 is equivalent to the volume rendering with absorption only. The pixel value of X-ray corresponds to \( 1 - T \) or opacity (Max 1995).
The SimPX is generated from CBCT according to Eq. 4. In the CBCT domain, the attenuation coefficient is effectively the CBCT gray values scaled by $\beta$ from Eq. 4. Since $\beta$ is unknown, we set $\beta$ using a hyperparameter search. The virtual X-ray beams are arranged to traverse the CBCT where each beam gives the rendered value of $1 - T$ in the SimPX. The trajectories of rays are chosen to generate realistic PX images as depicted in Fig. 1 (b). For example, the rays passing near molars are sampled more than those closer to incisors. The detailed configuration of generating SimPX is given in Appendix.

**Translation Module**

Although SimPX is generated based on the principles of X-ray imaging, there still exists a domain gap between real PX and SimPX. For example, the exact trajectory of the center of rotation of the PX tube is typically unknown and varies with the manufacturer (Whaites and Drage 2013). In SimPX, we heuristically use a quadratic curve for the center trajectory: see Appendix. In addition, real PX images may have artifacts, e.g., due to overlying anatomy such as cervical vertebrae or the movement of patients (Whaites and Drage 2013).

To bridge this modality gap, we consider a domain translation between real PX and SimPX images. Importantly, we perform unpaired image-to-image translation, and use CycleGAN (Zhu et al. 2017) as the base model. Firstly, SimPX images are generated from the CBCT dataset. Next, we train the model for unpaired translation between SimPX and real PX datasets. Thus, the CBCT data need not be from the same patients as PX data. This approach has practical significance because the matched PX and CBCT data is hard to obtain in clinical practice.

We consider regularization based on semantic information for improved translation. In PX images, the teeth region is shown in higher contrast than the overlying anatomy. Thus, we propose to guide translation with the semantic information on teeth, so that the teeth shapes are well-preserved during translation. To achieve this, we consider regularization with semantic consistency as follows. A teeth segmentation model is trained for PX images, i.e., the model outputs a binary prediction of whether a pixel belongs to the teeth region. A UNet-based (Ronneberger, Fischer, and Brox 2015) segmentation model $S$ is trained using a publicly available PX dataset (Abdi, Kasaei, and Mehdizadeh 2015). Given a real PX image $x$, we want $x$ and the image translated from $x$ produce similar segmentation results. The loss functions are given by

$$
\mathcal{L} = \mathcal{L}_{\text{CycleGAN}}(G, H, D_X, D_Y) + \lambda \mathcal{L}_{\text{seg}}(G),
$$

$$
\mathcal{L}_{\text{seg}}(G) = \mathbb{E}_{x \sim p_X} [\ell(S(G(x)), S(x))]
$$

where $G$ (resp. $H$) is the translation model from real PX to SimPX (resp. from SimPX to real PX); $X$ (resp. $Y$) is the domain of real PX (resp. SimPX); $D_X$ and $D_Y$ are discriminators; $\ell$ is the pixel-wise MSE loss; $S(x)$ and $S(G(x))$ denote the sigmoid output values for segmentation of real PX image $x$ and translated image $G(x)$ respectively. The semantic consistency regularization gives a clearer generation of teeth structure, and the experimental study is in Appendix.

**Generation Module**

We introduce generation module which reconstructs CBCT values from SimPX. From Eq. 4, gray value $\sigma$ can be regarded as (scaled) material density, and thus will be called the density in this section. We consider a neural model for density prediction inspired by NeRF (Mildenhall et al. 2020); however, our model takes input images from multiple objects (patients) for direct prediction of density unlike NeRF or its variants for view synthesis of a single object. Our model is a function $F$ defined as

$$
F(x, e(I, p))
$$

where $F$ returns a density estimate at voxel location $x$ conditional on the ray parameterized by $p$, input SimPX image $I$ and the associated embedding $e(I, p)$. We use an MLP model for $F$. The details of the model are explained as follows.

**Point Sampling from Rays.** $I$ is the SimPX image rendered from CBCT based on Eq. 4. $p = (i, j)$ represents the position of pixel at $i$-th row and $j$-th column of $I$. The ray used to render the pixel at $p$ has a predetermined starting position $o$ and direction $d$ which are given by the rotating ray trajectories in SimPX. Thus, the path of a ray is a line $o(p) + t \cdot d(p)$ parameterized by $t$ where $x$ is a sampled position on the ray. The sampling interval is given by $\delta_t$ which also is the distance parameter of the transmittance in Eq. 4. The interval is set uniformly in our model.

**Image and Position Embedding.** The density at $x$ contributes to position $p$ of rendered image $I$ through the ray passing $x$. To account for this, we use image and position embedding $e(I, p)$ as input to $F$. An encoder-decoder model is used to obtain embedding $e(I, p)$, specifically UNet (Ronneberger, Fischer, and Brox 2015). The spatial dimension of input and output can be made identical in UNet, preserving the spatial locality of input image features. We set $e(I, p)$ as the feature vector at position $p$ at the UNet output, which corresponds to the encoded features of the same position $p$ at input image $I$ as illustrated in Fig. 2. Moreover, the encoder-decoder architecture of UNet enables capturing both the local and global features of input images. This is crucial for our model, because $F$ is trained over different objects (patients), and needs to learn the density distribution over input images.

**Density Estimation.** The rays used for generating SimPX are nonparallel, and multiple rays may intersect at the same voxel. Thus, it is somewhat ambiguous to regard $F$ as the eventual density at $x$, because there may exist another ray crossing $x$ providing a different density estimate at $x$. Therefore, we define the intermediate density at $x$ given input image $I$, denoted by $\rho(I, x)$, as

$$
\rho(I, x) = \frac{1}{|B(x)|} \sum_{p \in B(x)} F(x, e(I, p))
$$

where $B(x)$ denotes the set of pixel positions $p$ such that rays incident on $p$ crosses the voxel at $x$. The intermediate density $\rho$ is a crude estimate based on the average of multiple (candidate) density values. $\rho$ will be processed by another function for the eventual density, where the function
Figure 2: Overview of NeBLa. Function $\gamma(x)$ denotes the positional encoding applied to position $x$ sampled from a ray, as in (Mildenhall et al. 2020). FC stands for the fully connected layer.

is learned from the distribution of 3D structures over different cases (patients). Another view on Eq. 7 is as follows. The ray trajectories of SimPX result in spatially nonuniform sampling of the density field. Since $|B(x)|$ quantifies how frequently $x$ is sampled by rays, sparsely sampled locations are given higher weights in learning $F$ by Eq. 7, analogous to inverse-frequency class weighting (Huang et al. 2016).

The intermediate density $\rho(I, x)$ in Eq. 7 is input to an encoder-decoder function to yield the final density $\sigma(I, x)$. The encoder-decoder layer (a U-Net) refines the crude estimate $\rho$ by learning 3D structures from various cases of multiple patients.

**Loss functions.** We apply three types of loss function to the output: (i) MSE loss $L_{\text{MSE}}$; (ii) projection loss $L_{\text{proj}}$ characterized by the MSE computed across the maximum intensity projection (MIP) images oriented along the axial, sagittal, and coronal planes; (iii) perceptual loss $L_{\text{perc}}$ (Johnson, Alahi, and Fei-Fei 2016) between the predictive output and the ground truth.

The loss is applied to the density prediction $\sigma(I, x)$ relative to the ground truth CBCT values. Specifically,

$$L = L_{\text{MSE}} + \lambda_1 L_{\text{proj}} + \lambda_2 L_{\text{perc}},$$

where $\sigma$ represents the ground truth CBCT values which are used to generate SimPX image $I$. The expectation is taken over SimPX images generated from the CBCT dataset. $L_{\text{proj}}$ and $L_{\text{perc}}$ can be defined similar to $L_{\text{MSE}}$.

**Differences from NeRF.** Since our objective is to generate a 3D output based on the PX image, the images from different objects (patients) are input to the model at each training step. In NeRF (Mildenhall et al. 2020), the objective is the synthesis of novel views to a single object. The NeRF model predicts the color and density given viewing direction, and the loss function is given by

$$L = E_{H(I)} \left[ \sum_{r \in H} ||c(r) - \hat{c}(r)||^2 \right]$$

where $c$ (resp. $\hat{c}$) denotes the rendered (resp. ground truth) pixel value, and $R(I)$ denotes the set of rays associated with camera pose $I$. Unlike Eq. 9, the expectation is taken over a distribution of camera poses around the fixed object. Some variants of NeRF including pixelNeRF (Yu et al. 2021) also propose the density estimation conditional on the rendered images, but the models use similar loss functions so as to generate novel views of a single object.

**Experiments**

**Dataset**

For training the translation module, SimPX dataset is generated from 44 cases of CBCT data, and unpaired real PX dataset of 45 cases is used. For training the remaining module of NeBLa and the baseline models, 90 cases of CBCT are used with 55 cases for training and 4 cases for validation. 31 cases of paired CBCT and real-world PX are used for testing. All the datasets were obtained from Korea University Anam Hospital. This study received approval from the Institutional Review Board at Korea University (IRB number: 2020AN0410).

**Baselines and Evaluation Metrics**

We compare NeBLa with baselines including the state-of-the-art (SOTA) methods which address similar task. Oral-3D (Song et al. 2021) utilized the GAN model to generate 3D oral structures from a single PX image. R2N2 (Choy et al. 2016) used a Recurrent Neural Network (RNN) to reconstruct 3D shapes from multi-view images. In our case, the recurrent connection was removed because the number of input images is one. Residual CNN (Henzler et al. 2018) used an encoder-decoder network for reconstruction. For baseline GAN (Goodfellow et al. 2020), we used Residual CNN as the generator and the same discriminator as Oral-3D. X2CT-GAN (Yang et al. 2019) used GAN to reconstruct 3D CT volumes from 2D biplanar X-rays where we used the single-view setting of their model. The training settings for models are provided in Appendix.

The metrics for assessing the quality of 3D outputs are: Peak Signal-to-Noise Ratio (PSNR), Structural Sim-
Table 1: Quantitative comparison of 3D reconstruction using real-world and synthesized PX. The format is mean±std with 10 repetitions of experiments.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (dB)</th>
<th>SSIM (%)</th>
<th>Dice (%)</th>
<th>LPIPS (VGG)</th>
<th>PSNR (dB)</th>
<th>SSIM (%)</th>
<th>Dice (%)</th>
<th>LPIPS (VGG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual CNN</td>
<td>17.91±0.12</td>
<td>65.22±1.70</td>
<td>44.85±7.19</td>
<td>0.49±0.006</td>
<td>18.40±0.11</td>
<td>68.20±1.23</td>
<td>57.16±1.18</td>
<td>0.46±0.009</td>
</tr>
<tr>
<td>GAN</td>
<td>18.02±0.12</td>
<td>66.00±2.10</td>
<td>46.84±6.79</td>
<td>0.50±0.010</td>
<td>18.55±0.09</td>
<td>68.20±1.49</td>
<td>57.18±1.34</td>
<td>0.48±0.009</td>
</tr>
<tr>
<td>R2N2</td>
<td>17.23±0.38</td>
<td>77.32±1.16</td>
<td>56.54±4.48</td>
<td>0.34±0.004</td>
<td>17.76±0.26</td>
<td>78.22±0.60</td>
<td>53.86±4.05</td>
<td>0.33±0.002</td>
</tr>
<tr>
<td>X2CT-GAN</td>
<td>18.55±0.24</td>
<td>77.43±1.85</td>
<td>58.85±6.36</td>
<td>0.34±0.030</td>
<td>18.41±0.40</td>
<td>77.05±2.20</td>
<td>62.55±1.24</td>
<td>0.32±0.030</td>
</tr>
<tr>
<td>Oral-3D</td>
<td>17.11±0.09</td>
<td>72.96±0.55</td>
<td>50.68±1.07</td>
<td>0.44±0.004</td>
<td>17.66±0.06</td>
<td>74.83±0.12</td>
<td>52.08±0.20</td>
<td>0.42±0.002</td>
</tr>
<tr>
<td>NeBLa (Ours)</td>
<td>19.89±0.30</td>
<td>79.21±0.64</td>
<td>65.22±2.72</td>
<td>0.30±0.007</td>
<td>21.68±0.25</td>
<td>82.62±0.34</td>
<td>74.77±1.11</td>
<td>0.24±0.006</td>
</tr>
</tbody>
</table>

Table 2: Comparison of perceptual similarity between real and translated PX images. A lower value indicates higher perceptual similarity.

<table>
<thead>
<tr>
<th>LPIPS</th>
<th>AlexNet</th>
<th>VGGNet</th>
<th>SqueezeNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>0.24±0.02</td>
<td>0.31±0.02</td>
<td>0.18±0.01</td>
</tr>
<tr>
<td>SynA</td>
<td>0.40±0.02</td>
<td>0.43±0.01</td>
<td>0.32±0.01</td>
</tr>
<tr>
<td>SynB</td>
<td>0.33±0.02</td>
<td>0.41±0.02</td>
<td>0.27±0.01</td>
</tr>
</tbody>
</table>

**Results**

While our main task is to predict CBCT from real PX, some challenges exist in the performance evaluation. A pair of PX and CBCT taken from the same patient are used as input and target. However, PX and CBCT are taken at different times, and patient’s pose or dental conditions may differ between modalities (White and Pharoah 2014). This fundamentally limits the exact prediction of CBCT from the paired PX. We consider two modes of evaluation to account for the limitation.

**Real PX⇒CBCT.** This mode is relevant to the main task of this paper: reconstructing CBCT from real PX. Real PX is translated to some synthesized-style PX image (depending on the model), from which 3D structure is reconstructed. The target CBCT is not exact, but approximate, ground truth.

**Synth. PX⇒CBCT.** In this mode, we synthesize a PX image from a given CBCT, where the synthesis method may differ depending on the model. The image is reverted back to CBCT. This mode better evaluates the reconstruction capability of the model, because ground truth (CBCT) exists as the target.

We first consider evaluation mode **Real PX⇒CBCT.** The quantitative results are shown in the left columns of Table 1, and the qualitative results are in Fig. 3. Table 1 shows that NeBLa significantly outperforms the baselines. Fig. 3 shows that NeBLa produces results which are substantially closer to the CBCT data. In particular, NeBLa is significantly more accurate in generating the teeth part, which is crucial for dental applications. Although visibly much superior to the baselines, the intrinsic misalignment between PX and CBCT seems to limit the performance of NeBLa. One may expect larger gaps in quantitative results, in the settings with better aligned modalities as follows.

Next, we consider evaluation mode **Synth. PX⇒CBCT** which provides an alternative view on the reconstruction performance. For synthesizing PX images, NeBLa uses SimPX, and the baseline models use the method proposed by (Yun et al. 2019) which extracts dental arch from maximum intensity projection, and synthesizes the curved images along the arch. As shown in the right columns of Table 1, the performance gap between NeBLa and baselines is significantly widened compared to mode **Real PX⇒CBCT.** This shows that NeBLa is able to produce even more accurate outputs when the exact ground truth is available, manifesting its reconstruction capabilities. Fig. 4 shows the qualitative results, which support the quantitative results. More visualization results are provided in Appendix.

It is important that the synthesized PX images have a similar style to real PX to facilitate domain translation. We evaluate the similarity of the proposed SimPX to real PX images. SimPX is compared with two existing methods (Yun et al. 2019), (Amorim et al. 2020) for synthesizing PX from CBCT which is denoted by SynA and SynB respectively. SynA is also used for synthesizing PX for baseline models in previous experiments. SynB fits Bézier curves to the segmented dental arch and synthesizes the PX image with parallel Bézier curves. Three translation modules are trained, one for each synthesis method, and the real PX and translated PX images from each module are compared.

Table 2 shows that SimPX produces translated images closer in style to the real PX, indicating a relatively small gap between real PX and SimPX domains. Fig. 5 shows a qualitative comparison of synthesis methods. The SimPX yields the most accurate and visually plausible results, whereas other synthesizing methods show considerable distortion in the teeth region. We hypothesize that this is due to the fact that SynA and SynB extract the dental arch from CBCT, and generate synthesized images using curved projections, which are not directly related to the PX imaging method. In contrast, SimPX incorporates the principles of PX imaging into the synthesis process, resulting in a smaller gap between real PX and SimPX domains.
Ablation Study. Ablation study of NeBLa is provided in Appendix.

Conclusions

In this paper, we introduce a novel architecture for reconstructing 3D oral structures from real-world PX images. To our knowledge, NeBLa is the first attempt to generate 3D oral structures from real-world PX without any prior information. Importantly, our framework is capable of producing high-quality oral structures and is more robust to artifacts in real-world PX than other state-of-the-art methods. This capability makes NeBLa valuable for supporting educational tools based on AR/VR or supplementary materials for 3D visualization. A limitation of our work is the effect of the unknown trajectory of the center of rotations of X-ray beams in PX images. Although we resorted to heuristics and domain translation to mitigate the effect, we plan to devise algorithms to better estimate the trajectories adapting to the variations in equipment.
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