MLNet: Mutual Learning Network with Neighborhood Invariance for Universal Domain Adaptation
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Abstract
Universal domain adaptation (UniDA) is a practical but challenging problem, in which information about the relation between the source and the target domains is not given for knowledge transfer. Existing UniDA methods may suffer from the problems of overlooking intra-domain variations in the target domain and difficulty in separating between the similar known and unknown class. To address these issues, we propose a novel Mutual Learning Network (MLNet) with neighborhood invariance for UniDA. In our method, confidence-guided invariant feature learning with self-adaptive neighbor selection is designed to reduce the intra-domain variations for more generalizable feature representation. By using the cross-domain mixup scheme for better unknown-class identification, the proposed method compensates for the misidentified known-class errors by mutual learning between the closed-set and open-set classifiers. Extensive experiments on three publicly available benchmarks demonstrate that our method achieves the best results compared to the state-of-the-arts in most cases and significantly outperforms the baseline across all the four settings in UniDA. Code is available at https://github.com/YanzuoLu/MLNet.

Introduction
Deep neural networks have made significant progress in computer vision, natural language processing and many other research areas in recent years (LeCun, Bengio, and Hinton 2015). With the rapid development of hardware, existing architectures are expanding with strong data-fitting capacity. Nevertheless, supervised learners may not generalize well when testing on novel domains with distribution shift. Unsupervised domain adaptation (UDA) is proposed to mitigate this by transferring knowledge from the labeled source domain to the unlabeled target domain (Kouw and Loog 2021). Denote the label sets of the source and target domains as \( C_s \) and \( C_t \), respectively. Though existing works on closed-set domain adaptation (CDA) (Chen et al. 2022a; Rangwani et al. 2022) achieve promising results under the assumption that \( C_s = C_t \), the validity of this assumption cannot be verified without labels in target domain.
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where samples are classified into one of the \(|C_n| + 1\) categories. To address the problem caused by category-shift, Chen et al. construct mixup features within the source domain to simulate the potential unknown-class samples in the target domain. Although the source mixup features obtained by combining samples of different classes will not belong to any of the known classes, they may fail to represent the target unknown class because of the distribution shift.

Another approach to avoid determining the threshold is the OVANet (Saito and Saenko 2021) which trains \(|C|_s\)-one-vs-all (open-set) classifiers for each known class. In order to train these classifiers, Saito and Saenko leverage the inter-class distances learned in the source domain and adapt them to the target domain through entropy minimization (Grandvalet and Bengio 2004). Target samples are first classified into one of the known classes (e.g., class \(l\)) by a \(|C|_s\)-way closed-set classifier, and then decided as known or unknown by the scores from the \(l\)-th open-set sub-classifier. Despite the great success, the feature space may not be discriminative enough for separating the known and unknown classes. As shown in Figure 1(a)(b), the OVANet may wrongly pay attention to the background area even for target samples of the known classes. Moreover, the unknown class may be mistakenly identified as known by simple entropy minimization, so that the attention to the unknown-class samples are misleading as illustrated in Figure 1(c). With the difficulty in distinguishing between known and unknown classes, features of similar objects in the target domain are scatted and mixed together (Figure 1(d)).

To address these challenges, we propose a novel Mutual Learning Network (MLNet) with neighborhood invariance for UniDA. Due to the distribution shift, the intra-domain variations in the target domain differs from the source domain in different degrees. Without taking the intra-domain variations into account, existing UniDA methods cannot learn feature representations well generalized to the target domain. In our method, we propose to learn more generalizable features in the target domain by neighborhood invariance. For this purpose, reliable neighbors of each target sample are retrieved and pairwise similarities between the input and its neighbors are maximized to reduce the intra-domain variations. The neighborhood invariance means that samples within the neighborhood have a high probability to share the same category. A self-adaptive neighbor search strategy based on the nearest neighbor is designed to overcome limitations of different sample sizes within or in different datasets. Moreover, we measure the confidence of each neighbor by the additional information about the neighborhood relationship to guide the invariant feature learning and obtain a more robust embedding space in the target domain.

Beyond learning better feature representation with neighborhood invariance, we propose to further mitigate the category shift by cross-domain manifold mixup (CMM) for unknown-class discovery and mutual learning via consistency constraint. Inter-class distances in the source domain are observed to be not trustworthy when adapted to the target domain. Thus, a novel cross-domain manifold mixup scheme is designed to explicitly simulate unknown-class samples by leveraging the arbitrary intermediate states of mixups across domains to smooth the transfer. Though the CMM greatly improves the unknown-class identification, the decision space of the known class will become smaller such that a number of known-class samples are misidentified as unknown. To trade off this error, we further propose an innovative consistency constraint between the closed-set and open-set classifiers. The misidentified known-class samples with inconsistent decisions are optimized to correct the wrong predictions, while the decisions of unknown-class samples are inherently consistent so that the ability to identify the unknown can be well preserved. As visualized in the bottom row of Figure 1, our method can better separate similar objects of both the known and unknown classes by paying attention to the object areas correctly.

Main contributions of this paper can be summarized as:

- We develop a novel Mutual Learning Network with the ability to identify unknown-class samples more accurately by cross-domain manifold mixup. To the best of our knowledge, we are the first to exploit the relation between closed-set and open-set classifiers for better identifying both known and unknown classes in the literature.
- We propose to learn more generalizable features by neighborhood invariance which maximizes pairwise similarities between each target sample and its neighbors to reduce the intra-class variations in the target domain.
- Our proposed method achieves the best results in most cases compared to the state-of-the-arts and outperforms the baseline by a large margin across all the settings in UniDA on three publicly available benchmarks.

### Related Work

**Universal domain adaptation (UniDA).** UniDA is a practical but challenging problem that assumes no prior knowledge about the relation between the label sets of source and target domains for adaptation. To address the issue of category-shift, early works (You et al. 2019; Fu et al. 2020; Saito et al. 2020; Liang et al. 2021) measure the similarity of target samples with known classes and adopt a manually set threshold (e.g. with a margin) to discriminate between known and unknown classes. DCC (Li et al. 2021) and follow-ups (Chang et al. 2022; Chen et al. 2022b) utilize clustering algorithms to learn virtual prototypes for known classes and make decisions based on the distance from clusters, but are sensitive to the choices of hyperparameters. GATE (Chen et al. 2022d) and OneRing (Yang et al. 2022) propose \(|C|_s\)-way universal classifiers to classify all unknown classes into the same one, while OVANet (Saito and Saenko 2021) trains \(|C|_s\)-one-vs-all classifiers for each known classes. We argue that the simple entropy minimization in the OVANet to adapt inter-class distances from source domain to target domain can lead to a non-discriminative feature space and confusing predictions. In this paper, we first present the neighborhood invariance learning to better separate different classes in the target domain, and then give details on the novel MLNet with cross-domain mixup to obtain more accurate decision boundaries.

**Mixup scheme.** For unsupervised domain adaptation, several works (Mao et al. 2019; Yan et al. 2020; Wu, Inkpen,
and El-Roby 2020) take online predictions from classifiers as pseudo-labels for target samples and introduce the vanilla mixup (Zhang et al. 2018) within the target domain to promote the prediction stability. To denoise incorrect pseudo-labels, a semi-supervised approach DeCoTa (Yang et al. 2021) proposes to mix the unlabeled target sample with a labeled one from the source or target domain, such that the obtained mixups at least contain a portion of correct labels. DACS (Trancheden et al. 2021) follows the idea of pseudo-labels but replaces the vanilla mixup with ClassMix (Olsson et al. 2021) that is tailored for semantic segmentation to combine pixels of different positions and classes. Unfortunately, none of the above efforts can be applied to UniDA. Because of the category-shift issue we need to simulate unknown-class samples in the target domain instead of known classes. The existing work most relevant to our proposal is the manifold mixup (Verma et al. 2019) within source domain utilized in GATE (Chen et al. 2022d), which is also designed for the UniDA task. We would like to highlight that the mixups obtained within source domain may fail to represent the unknown due to distribution shift. Therefore, a novel cross-domain manifold mixup is proposed in this paper. We derive that the mixup belongs to a certain known class with low probability, so it is beneficial to unknown-class identification in UniDA.

Method

In universal domain adaptation (UniDA), we are given a labeled source domain $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ and an unlabeled target domain $D_t = \{(x_j^t)\}_{j=1}^{N_t}$. Let $C_s$ and $C_t$ be the label sets of the source and target domains, respectively. Our goal is to accurately classify target samples into either one of the known classes in $C_s$ or identify them as the unknown, without prior knowledge of the relation between $C_s$ and $C_t$.

Preliminaries

The network architecture of our method is the same as the OVAANet (Saito and Saenko 2021). It consists of three modules: (1) a feature extractor $F$ that maps RGB image of input $x$ into an embedding feature $z = F(x) \in \mathbb{R}^D$, (2) a closed-set classifier $C$ to classify input $x$ into one of $K$ known classes, where $p_{i.o}(l|x)$ denotes the $l$-th class probability, and (3) $K$ open-set classifiers $O^l$ that outputs positive and negative scores to decide whether $x$ is from the $l$-th known class or the unknown. For simplicity, we only record the positive score as $p_{o.l}(l|x)$ for the $l$-th sub-classifier.

During testing, the known class with maximum probability is first picked by the closed-set classifier. Then, the positive score from corresponding open-set sub-classifier is used to compare with the decision threshold of 0.5 to determine known or unknown, as illustrated in Figure 2. Note that the probabilities from closed-set and open-set classifiers are normalized by Softmax function on different directions.

The training objective of the baseline OVAANet can be divided by closed-set and open-set classifiers. The closed-set classifier is trained on the labeled source domain using cross-entropy loss, denoted as $L_{cls}(x_i^s, y_i^s)$. For the open-set classifiers, Saito and Saenko first introduce hard-negative classifier sampling (HNCS) to maximise the inter-class margins in the source domain. Then, target samples are aligned to either known or unknown class through open-set entropy minimization (OEM). For HNCS, the one-vs-all loss is computed by a positive class and the hardest negative class, i.e.,

$$L_{ova}(x_i^s, y_i^s) = -\log p_{o.l}(y_i^s | x_i^s) - \min_{l \neq y_i^s} \log(1 - p_{o.l}(l | x_i^s)).$$ (1)

OEM is a variant of entropy minimization (Grandaude and Bengio 2004) that performs on each sub-classifier, i.e.,

$$L_{ent}(x_j^t) = -\frac{1}{K} \sum_{l=1}^{K} p_{o.l}(l | x_j^t) \log p_{o.l}(l | x_j^t) + (1 - p_{o.l}(l | x_j^t)) \log(1 - p_{o.l}(l | x_j^t)).$$ (2)

The overall training loss of the baseline is summarized as,

$$L_{base} = \mathbb{E}_{(x_i^s, y_i^s) \sim D_s} [L_{cls}(x_i^s, y_i^s) + L_{ova}(x_i^s, y_i^s)] + \gamma \mathbb{E}_{x_j^t \sim D_t} L_{ent}(x_j^t),$$ (3)

where the weight $\gamma$ is set to 0.1 as the same in OVAANet.

Neighborhood Invariance Learning (NIL)

Invariance learning can help to learn discriminative features for unsupervised person re-identification (Zhong et al. 2019; Ding et al. 2020), but has not been exploited in UniDA as far as we know. If the feature embedding is appropriately trained on the source and target domains, target samples within a local neighborhood share the same class with high probability, which we call invariant neighborhood. Thus, we resort to this neighborhood invariance for reducing the intra-domain variations as illustrated in Figure 3(a)(b), such that discriminative features can be learned to better separate different classes in the target domain.

Our method maintains a memory bank $M \in \mathbb{R}^{N_t \times D}$ for features of all the target samples, where each slot $m_j \in \mathbb{R}^D$ stores the feature of corresponding sample $x_j^t$. The memory is updated inplace every mini-batch and $l_2$-normalized, i.e.,

$$m_j \leftarrow z_j^f/\|z_j^f\|_2,$$ where $z_j^f = F(x_j^f).$ (4)
Then, the pairwise similarity between the input query $x^t_j$ and the $k$-th sample in the target domain can then be obtained as,

$$s_{j,k} = m_j m_k.$$  \hspace{1cm} (5)

Following common practices, we normalize this similarity among all the target instances in the memory using Softmax function. In this way, the memory bank is behaving like a non-parametric classifier or fully connected layer (Wu et al. 2018; Zhong et al. 2019), so that the probability of sharing the same class with $x^t_j$ can be estimated, i.e.,

$$p_{jk} = \frac{\exp(\tau \cdot s_{j,k})}{\sum_{n=1}^{N_j} \exp(\tau \cdot s_{j,n})},$$ \hspace{1cm} (6)

where $\tau$ is a scaling factor that modulates the sharpness of probability distribution. After that, we reduce the intra-domain variations by maximizing the probabilities between each input sample and its neighbors. However, the quality of neighbor search is crucial that heavily affects whether the outcome embedding space is neighborhood-invariant or not.

**Self-adaptive Neighbor Search.** A widely used strategy is to select $K$-nearest neighbors, but it turned out to be severely limited by the sample size, i.e., the number of samples per class. It is expensive to pick an appropriate $K$-value for each dataset or even each class, considering there is also an imbalance of sample sizes within a dataset. Inspired by the idea of self-paced learning (Luo, Song, and Zhang 2022), we turn to a more robust and adaptive approach based on the nearest neighbor, as shown in Figure 3(e).

Concretely, the neighborhood of input $x^t_j$ is defined as,

$$\mathcal{N}_j = \{k \neq j | s_{j,k} > \epsilon \cdot s_{j,\mathcal{N}_j[0]}\},$$  \hspace{1cm} (7)

where its range is based on the relative similarity ratio to the nearest neighbor $\mathcal{N}_j[0]$. This design is advantageous for self-adaptation in two aspects. First, we find $\epsilon$ to be highly transferable which avoids setting different $K$-value for different datasets. Second, this can mitigate the imbalance of sample sizes within a dataset and promotes efficiency\(^1\).

**Confidence-guided Representation Learning.** Another technique we employ to improve the robustness is assigning different weights to each neighbor in $\mathcal{N}_j$, as indicated in Figure 3(f). Instead of directly computing the confidence by the feature embeddings of $x^t_j$ and $x^t_k$ as in Equations (5)(6), the additional information about the neighborhood relationship between each other is utilized. In practice, we use Jaccard distance to measure the confidence that $k$-th instance in the memory is a neighbor of input sample $x^t_j$, i.e.,

$$w_{jk} = \frac{|\mathcal{N}_j \cap \mathcal{N}_k|}{|\mathcal{N}_j \cup \mathcal{N}_k|}.$$ \hspace{1cm} (8)

Finally, our proposed confidence-guided invariant feature learning objective in the target domain can be written as,

$$\mathcal{L}_{nil}(x^t_j) = -\frac{1}{|\mathcal{N}_j|} \sum_{k \in \mathcal{N}_j} w_{jk} \log p_{jk}. $$ \hspace{1cm} (9)

\(^1\)Proof is provided in supplementary.
By minimizing the loss function (9), reliable neighbors with high confidence are constrained to have similar feature representations for reducing the intra-domain variations.

**Cross-domain Manifold Mixup (CMM)**

Though feature representations become more discriminative with neighborhood invariance learning, the problem of category-shift remains. Since only inter-class distances in the source domain are considered by HNCS, a number of target unknown-class samples would be wrongly classified as one of the known classes by OEM in the baseline. We need to equip open-set classifiers with the ability to identify samples close to the decision boundary of known classes as unknown. To achieve this and prevent from distribution shift, unknown-class samples are simulated by a novel cross-domain mixup scheme in a smoother way across domains based on the manifold mixup (Verma et al. 2019).

Concretely, we first randomly sample an interpolation factor from a Beta distribution, i.e., \( \lambda \sim \text{Beta}(\alpha, \alpha) \), where \( \alpha \) is set to 2.0 for the Beta distribution. The continuous feasible range of the interpolation factor \( \lambda \in [0, 1] \) allows our network to leverage arbitrary intermediate states of the mixups across domains to smooth the open-set classifiers. Given the input source and target sample \( x_i^s \) and \( x_j^t \), the mixup feature vector across domains is obtained by,

\[
z_{i,j,\lambda}^m = \lambda F(x_i^s) + (1 - \lambda) F(x_j^t),
\]

as illustrated in Figure 3(g). It can be proved that \( z_{i,j,\lambda}^m \) belongs to a certain known class with low probability\(^3\), so the mixup features are good simulations of potential unknown-class samples. We define the loss based on them to supervise the open-set classifier of corresponding source class, i.e.,

\[
\mathcal{L}_{cmm}(x_i^s, y_i^s, x_j^t) = -\log(1 - p_o(y_i^s | z_{i,j,\lambda}^m)),
\]

where \( p_o(l|z) \) denotes the open-set positive score of input feature \( z \in \mathbb{R}^D \) for the \( l \)-th class. By minimizing \( \mathcal{L}_{cmm} \), the positive scores of simulated mixup samples become smaller, such that unknown-class samples can be better identified.

**Mutual Learning via Consistency Constraint (CC)**

Despite the strong ability of CMM to identify unknown-class samples, the decision space of the known class will shrink or even degenerate into the trivial solution to identifying all the target samples as unknown. This is because the mixups obtained using unknown-class samples in ODA and OPDA will overly squeeze the decision space for open-set classifiers to identify known classes. As a result, the performance for known-class identification degrades significantly as illustrated in Figure 3(c). To overcome this limitation, we propose to distinguish the misidentified known-class samples by the relation between the closed-set and open-set classifiers, which has never been studied in the literature.

Let’s say a known-class sample \( x_i^t \) with groundtruth label \( l \in C_\text{t} \cap C_\text{s} \) is misidentified as unknown. We observe that, it generally has high confidence for the maximum-probability known class \( l \) in the closed-set classifier, but is with low positive score in the corresponding open-set sub-classifier. Differently, for unknown-class samples, they usually have smaller closed-set confidence due to both the distribution and category shifts. This means the closed-set confidence of an unknown-class sample is consistent with its low open-set positive score, as illustrated in Figure 3(h). Hence, we can conclude that target samples with inconsistent closed-set confidence and open-set positive score are probably from the known classes misidentified as unknown.

Based on the above observations, we propose a novel consistency constraint for mutual learning between the closed-set and open-set classifiers, i.e.,

\[
\mathcal{L}_{cc}(x_j^t) = -\frac{1}{K} \sum_{l=1}^K p_o(l|x_j^t) \cdot p_o(l|x_j^t). \tag{12}
\]

The effect of minimizing the consistency constraint (12) is analyzed as follows. Since the closed-set confidence \( p_o(l|x_j^t) \) is positive, the partial derivative w.r.t. the open-set positive score \( p_o(l|x_j^t) \) is negative, i.e., \(-p_o(l|x_j^t)/K < 0\). Therefore, the open-set positive score \( p_o(l|x_j^t) \) increases by a magnitude proportional to the closed-set confidence \( p_o(l|x_j^t) \) via gradient descend. In this way, the wrong predictions for known-class samples can be corrected due to their high closed-set confidence. For the unknown-class samples, both \( p_o(l|x_j^t) \) and \( p_o(l|x_j^t) \) are consistently lower, so that the increment is slight and they will not be wrongly identified as the known-class. Finally, the open-set classifiers and decision boundaries are optimized to better separate both the known and unknown classes as shown in Figure 3(d).

**Optimization**

The overall training objective of our method is given by,

\[
\mathcal{L}_{alt} = \mathcal{L}_{base} + \mathbb{E}_{(x_i^s, y_i^s, x_j^t)} \beta_1 \mathcal{L}_{nil}(x_j^t)_{D_s \cup D_t} + \mathcal{L}_{cmm}(x_i^s, y_i^s, x_j^t) + \eta \mathcal{L}_{cc}(x_j^t), \tag{13}
\]

where \( \beta_1, \beta_2, \eta \) are weights that trade off different losses. They are determined by experiments on Office (Saenko et al. 2010) and generalized to others. In our experiments, we fix \( \beta_1 \) and perform a grid search on the values of \( \beta_2 \) and \( \eta \).

**Experiments**

**Experimental Setup**

**Datasets.** We conduct experiments on three UniDA benchmarks including Office (Saenko et al. 2010), Office-Home (Venkateswara et al. 2017) and VisDA (Peng et al. 2017). Office consists of 31 categories and contains around 4,700 images across three domains, namely Amazon(A), DSLR(D) and Webcam(W). OfficeHome includes 15,500 images of 65 categories across four domains, while VisDA is a large-scale dataset that contains around 150,000 synthetic and 50,000 real-world images of 12 categories. We use \(|C_s \cap C_t|/|C_s - C_t|/|C_t - C_s|\) to represent the split for datasets. For more details, please refer to the supplementary.

**Evaluation protocols.** Following previous studies (Li et al. 2021; Chen et al. 2022d), we use the same evaluation protocols as those used in different settings. In CDA and PDA,
we calculate the classification accuracy over all target samples as the performance metric. In ODA and OPDA, we compute the H-score to account for the trade-off between known-class and unknown-class identification, i.e., the harmonic mean of the average of per-class accuracies on known classes and accuracy on the unknown class.

**Implementation details.** We adopt the same network architecture and optimization setting as the baseline. The feature extractor $F$ is a ResNet-50 (He et al. 2016) pretrained on ImageNet (Deng et al. 2009). The SGD optimizer with nesterov momentum and inverse scheduler is employed and the batch size is set to 36. The learning rates for the feature extractor $F$ and all the other components are 0.001 and 0.01, respectively. We train 50 epochs for all datasets and settings, and $L_{nil}$ is disabled in the first epoch. The scaling factor $\tau$ is set to 10.0 as the same in previous work (Luo, Song, and Zhang 2022). The neighborhood relative ratio $\epsilon = 0.875$ and loss weights $\beta_1 = 0.5$, $\beta_2 = 0.1$ are fixed across all datasets and settings. Through extensive experiments, we find that the difficulty in achieving consistency is related to the sample size as detailed in ablation studies, so $\eta$ is set to 0.16 by default and doubled on VisDA.

**Comparison with State-of-the-arts**

We compare MLNet with state-of-the-arts across all settings, including UAN (You et al. 2019), CMU (Fu et al. 2020), DANCE (Saito et al. 2020), DCC (Li et al. 2021), OVANet (Saito and Saenko 2021), GATE (Chen et al. 2022), MATHS (Chen et al. 2022d), TNT (Chen et al. 2022c), UniOT (Chang et al. 2022), CPR (Hur et al. 2023) and NCAL (Su et al. 2023). For fair comparison, we reproduce the baseline (i.e., OVANet) in the same environment.

**Overall comparison.** Table 2 presents the overall comparison against the baseline across all settings. These results show that the substantial performance improvement of our proposed MLNet over baseline. Especially in the challenging VisDA dataset, the average improvements are 17.0% and 11.3% for the accuracy and H-score, respectively.

**OPDA and ODA settings.** From Table 1, we can see that MLNet achieves new state-of-the-art results in the challenging OPDA setting across all datasets. When compared to UniOT which is tailored for OPDA, our method still outperforms it by around 1% on Office and OfficeHome, while the improvement is incredible 12.6% on VisDA. The results in the supplementary for ODA show that our method achieves competitive results on OfficeHome and VisDA, and constantly gives the highest H-score on Office.

**PDA and CDA settings.** In the supplementary, the comparison under the PDA setting shows that MLNet outperforms the state-of-the-art methods on average by 4.9% and 4.8% on the OfficeHome and VisDA datasets, respectively. For the CDA setting, results show that our method achieves competitive performance compared to existing works.

**Ablation Studies**

In Table 3, we present the ablation studies on the Office dataset across all settings. Since H-score is a harmonic mean sensitive to extreme values, it is only high when both accuracies are high. Therefore, removing any loss function (Rows 1-3) will result in a severe imbalance of trade-off between known-class and unknown-class identification.

**Effect of Confidence-guidance.** We also try removing the confidence $w_{ij}$ in Equation (9), where the results show
a slight decrease in the performance of different settings (Row 4), suggesting that exploiting the relationship between neighborhoods is helpful in improving the robustness.

**Effect of Self-adaptive Neighborhood.** In Row 5, we instead use $K$-nearest neighbors to determine neighborhood, where $K$ is set to 5 as the same in GATE and the performance degrades severely when category-shift exists, which validates the superiority of our self-adaptive approach.

**Effect of Cross-domain Mixup.** To evaluate the contribution of our proposed CMM, we conduct ablation experiments using source-domain manifold mixup as utilized in GATE (Row 6). The results indicate that our cross-domain scheme is more effective since we can leverage arbitrary intermediate states across domains to smooth the transfer.

**Effect of Consistency Constraint.** Table 4 presents the overall comparison of different choices on $\mathcal{L}_{cc}$, including cosine distance, JS and KL divergence. We can observe that bridging the closed-set and open-set classifiers is indeed beneficial (Rows 2-5) compared to the baseline in CDA and PDA. Only our $\mathcal{L}_{cc}$ can further mitigate the inconsistency between known-class samples and increase the H-score in ODA and OPDA (Row 6). In Figure 4(a), we collect the average rank versus sample sizes across different settings when varying the weight of consistency constraint $\eta$. We observe that the larger the sample size, the greater the weights to achieve the better results. To ensure the robustness of our method, we follow the practice in previous works (Chen et al. 2022c,d; Chang et al. 2022) to fix the hyperparameter across different settings and datasets by default and simply double it in the large-scale VisDA for better performance.

**Hyperparameter Sensitivity.** This experiment is performed with $\beta_1 = 0.5$. More results on $\beta_1 = 0.1$ and 1.0 are provided in the supplementary. In Figure 4(b)(c), we conduct a grid search on the loss weights of $\beta_2, \eta$, where the accuracies in CDA and PDA keep almost unchanged. While the average performance of ODA and OPDA is also stable, the H-score is sensitive to the trade-off between known and unknown classes. Figure 4(d) presents the experiments on varying neighborhood ratio $\epsilon$. Similarly, both accuracy and H-score are only slightly varied by less than 1% and 3%, respectively, which shows the robustness of our method.

**Conclusion**

In this paper, we propose a novel Mutual Learning Network for universal domain adaptation by incorporating neighborhood invariance and cross-domain mixup. To trade off the misidentified known-class samples, a novel consistency constraint is employed between the closed-set and open-set classifiers. Extensive experiments validate that our method outperforms the baseline significantly and achieve state-of-the-art results in most cases across all settings in UniDA.
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