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Abstract

Quality assessment of images and videos emphasizes both local details and global semantics, whereas general data sampling methods (e.g., resizing, cropping or grid-based fragment) fail to catch them simultaneously. To address the deficiency, current approaches have to adopt multi-branch models and take as input the multi-resolution data, which burdens the model complexity. In this work, instead of stacking up models, a more elegant data sampling method (named as SAMA, scaling and masking) is explored, which compacts both the local and global content in a regular input size. The basic idea is to scale the data into a pyramid first, and reduce the pyramid into a regular data dimension with a masking strategy. Benefiting from the spatial and temporal redundancy in images and videos, the processed data maintains the multi-scale characteristics with a regular input size, thus can be processed by a single-branch model. We verify the sampling method in image and video quality assessment. Experiments show that our sampling method can improve the performance of current single-branch models significantly, and achieves competitive performance to the multi-branch models without extra model complexity. The source code will be available at https://github.com/Sissuire/SAMA.

Introduction

Image/video quality assessment (I/VQA) is to quantify the perceptual quality/feeling of the given image/video data from the perspective of users (Wu et al. 2019a; Liu et al. 2022b; Wu et al. 2023c,d,b). The best choice of measuring perceptual quality is to conduct a subjective experiment and collect the mean opinion scores (MOS) from a group of subjects (Fang et al. 2022; Jiang et al. 2022). However, the huge cost and inefficiency of the subjective quality assessment cannot satisfy most demands in reality, thus pushing the development of I/VQA methods. As user-generated content (e.g., selfies, short videos) is dramatically overflowing in everyone’s mobile phone, every platform (such as TikTok and Facebook), and the whole internet, I/VQA serves as the criterion for quality monitoring, data screening or preference recommendation, and is becoming more active in the society of multimedia and computer vision (Zhu et al. 2020; Wang, Chan, and Loy 2023; Zhang et al. 2023b).
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with 1920 × 1080 or a higher resolution, the cropped patch might be too local to represent the general quality of the image. As shown in Fig. 1(a), the cropped patches could be meaningless (too flat). But more importantly, the local details cannot reflect the global semantics, which is also a key factor in I/VQA (Li et al. 2018; Li, Jiang, and Jiang 2019). Recently, FAST-VQA (Wu et al. 2022, 2023a) extends the patch/cropping-based method and proposes a grid-based fragment sampling. Fragments are sampled at the raw resolution within each grid to preserve the local details (as shown in Fig. 1(b)). The SwinTransformer (Liu et al. 2021, 2022c) is adopted to connect fragments and infer the overall semantics as well as perceptual quality. Still, it is not trivial to put all the global perception onto the model learning with limited fragments, especially for VQA where the number of annotated data is much less than the recognition task.

A natural solution to address the local and global trade-off is to build multi-branch models, where one for the raw fragments to hold the local details, and the other for the scaled input to see the global semantics (Wang et al. 2021; Wu et al. 2023c; Zhao et al. 2023b). However, The multi-branch schemes introduce extra model complexity. MUSIQ (Ke et al. 2021) transforms the input data into a multi-scale image representation, and feeds them all into the model. Although the single-branch model is adopted, the dimension of input data is increased due to the multi-scale sampling, leading to a quadratic growth of the model complexity in attention operation. In summary, both of them introduce much more computational complexity. So, the question is, can it be more elegant and sacrifice less computation to reach a good balance of both local preservation and global perception?

In this work, we propose a new paradigm of data sampling for I/VQA, named as SAMA (i.e., scaling and masking), which is highly motivated by the previous grid-based fragment (Wu et al. 2022), multi-scale sampling (Ke et al. 2021) and masking strategy (He et al. 2022). As shown in Fig. 1(c), the core idea is to build a multi-scale pyramid first to hold the multi-granularity image representation from local to global, then mask the pyramid based on spatial/temporal redundancy (corresponding to image/video) into a regular input size. This masking strategy has a similar tuning/rearranging function as Bayer filter (Maschke 2013) does in imaging sensors, filtering different scaled data in a given pattern. The resulting data is scale-interlaced and shares the same size as the regular sampled one, thus can be fed into a single-branch base model. With a baseline model, we verify our proposed sampling method in both image and video quality assessment databases. Further, a branch of relative scale embedding methods are also explored to examine the consistency.

The main contributions can be summarized as follows:

- A novel data sampling method based on scaling and masking is introduced, to address the paradox of multi-granularity perception with the regular dimension.
- A group of relative scale encoding methods are specifically explored for the manipulated data structure.
- The method is verified on both IQA and VQA databases, and experimental results are impressive with almost negligible computation burden.

Related Work

In this section, we give a brief view of both IQA and VQA from the perspective of data sampling.

Blind IQA  
Blind IQA is to estimate the quality of images without reference information, which is broadly explored in recent years. In the early stage, hand-crafted methods (Saad, Bovik, and Charrier 2012; Wu et al. 2019b) are unaware of the input resolution, and the features are mostly extracted from the raw data. As deep models are becoming prevalent, data sampling seems to be more important. Various methods crop the image into multiple patches and label each patch with the overall MOS (Kim and Lee 2016; Kim, Nguyen, and Lee 2018; Su et al. 2020; Ying et al. 2020). The patch-based sampling causes an incomplete representation (lack of global view), an inaccurate annotation (the overall MOS for each patch), and a costing inference process where multiple patches would be sampled for the inference. To catch the global perception, some work would like to rescale the data first and then crop it into a fixed size (Hosu et al. 2020; Pan et al. 2022a; Song et al. 2022; Zhao et al. 2023a). However, the resize would definitely cause detail loss, which is not friendly to quality assessment. Some other work purely fed a multi-scale image representation (Ke et al. 2021), which significantly increases the computational burden. A similar way is to build the multi-scale module (Wu et al. 2020) or simply multi-branch models to solve the different views of data (Li et al. 2022b; Pan et al. 2022b; Saha, Mishra, and Bovik 2023). Different from existing IQA methods, our proposed sampling method can hold the local and global views simultaneously. Compared with the single-branch models, our input data contains more complete representation, while compared with the multi-branch ones, the proposed method does not require extra model complexity.

Blind VQA  
Similar to blind IQA above, blind VQA can also be classified into the raw resolution-based, rescaling-based, cropping-based, and multi-branch methods. The raw resolution is generally adopted in traditional methods (Saad, Bovik, and Charrier 2014; Korbonen 2019). Some work adopts pretrained encoders to extract features so that the raw resolution can be preserved (Li, Jiang, and Jiang 2019). However, the fixed encoders cannot be optimized for VQA task, which makes the features unrepresentative. PVQ (Ying et al. 2021) trains the model with video patches, but the same problem would be faced like the patch-based sampling in IQA. The recent FAST-VQA (Wu et al. 2022, 2023a) proposes to sample grid-based fragments and inference the global perception via SwinTransformer. The method partially relieves the local and global trade-off, but burdens the model learning. When the raw resolution increases, the global inference is thought to be harder. Our method is greatly inspired by the fragment sampling, and moves a step further. We introduce a pyramid of fragments to preserve the local and global views, and propose the masking strategy to reduce the pyramid to the same input size as FAST-VQA. Recently, some multi-branch models are proposed, and they generally construct two streams for both the local and global perception (Zhao et al. 2023b; Wu et al. 2023e,f). The performance is promising, but the complexity is also increasing.
Proposed Method

Overall Architecture

The goal of this work is to explore a more elegant data sampling method to achieve the multi-granularity perception in the layer of input data without extra dimension increase. With the data representation, a single-branch model could be easier to capture the local details and global semantics, and achieve similar performance as multi-branch models but with less complexity. To guarantee the multi-granularity, the data would be scaled into the multi-scale pyramid at first. In order to achieve a regular input size, the dimension of the pyramid is expected to be reduced in an appropriate way.

In this work, motivated by the content redundancy in image/video (Bhaskaran and Konstantinides 1997) and masking strategy (He et al. 2022), scales in the pyramid are masked and interlaced into a regular input size. The workflow is shown in Fig. 2. Our proposed SAMA is based on fragment sampling (Wu et al. 2022), and includes three key steps: scaling, sampling, and masking. After loading the raw resolution data, a multi-granularity pyramid is built via scaling. Then, the grid-based fragment sampling is adopted to extract local content for each scale, and forms a pyramid of fragments. Afterwards, we mask and tune the fragments in different scales based on spatial and temporal redundancy, and obtain the sampled data as model input. The sampled data is directly fed into a baseline model (Wu et al. 2022; Liu et al. 2021, 2022c) to predict the perceptual quality.

Grid-based Fragment Sampling

As SAMA is based on the fragment sampling (Wu et al. 2022), we first give a short review in this subsection.

Fragment sampling is explored initially for VQA, but the core idea is also suitable for IQA or other tasks. Given the data $x$ (image or video) with the raw resolution, fragment sampling first segments $x$ into $G_h \times G_w$ grids. Within each grid, a $f_h \times f_w$ patch at raw resolution is sampled. Afterwards, the data $x$ of any size could be sampled as $\tilde{x}$ with a fixed size of $S = (G_h \cdot f_h) \times (G_w \cdot f_w)$. We omit the temporal dimension for simplicity here. In the work, the size of the grid is set as $7 \times 7$ and each patch is $32 \times 32$, thus $\tilde{x}$ is with the size of $S = 224 \times 224$. With the fragment sampling, the model input $\tilde{x}$ preserves the raw details and a uniform distribution among the spatial content due to the grid partition. Besides, the discontinuity among near patches could be dissolved by Transformer-based architectures.

The fragment sampling preserves the local details of raw data, but puts the burden of global perception on model inference. When the resolution is increasing, the model might be hard to reason the global semantics from the sampled fragments. In this work, we construct a scale pyramid to relieve the dilemma and achieve a good trade-off of both local preservation and global perception.

Scaling and Masking in Image

For simplicity, the proposed SAMA is first clarified for image, then it would be extended into video in the following subsection. Considering the great burden of model learning in fragment sampling, we are motivated by MUSIQ ((Ke et al. 2021)), an IQA method with multi-scale image representation, and introduce the multi-granularity pyramid to hold more data information from local to global.

Given the image data $x$, a pyramid $p_x$ is first built as

$$p_x = \{x_0, x_1, \cdots, x_n\},$$

where $x_0$ is the same as $x$, and $x_i \ (i > 0)$ is a downsampled version of $x$ through bilinear interpolation but still keeps the aspect ratio of the image. We denote $x_n$ as the image with the smallest resolution satisfying $\min(h_{x_n}, w_{x_n}) = \min(G_h \cdot f_h, G_w \cdot f_w)$. Here $h_{x_n}$, $w_{x_n}$ is the height and width of $x_n$. In practice, we uniformly scale the image thus the resolution of $x_i$ in $p_x$ decreases linearly from $x_0$ to $x_n$. 

![Figure 2: The workflow of SAMA. Image or video data is first scaled into a multi-granularity pyramid via interpolation. Then fragments are sampled in each scale. Afterwards, spatial/temporal masking is constructed to tune the hierarchical fragments into a regular sampling size. The data after SAMA is fed into a base model for quality estimation.](image)
With the multi-granularity pyramid, the fragment sampling is adopted to extract content and converts the pyramid with various resolutions into the representation with a fixed size (e.g., $224 \times 224$). Thus, a pyramid of fragments is constructed as

$$\tilde{p}_x = \{\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_n\}, \quad (2)$$

where $\tilde{x}_i$ is the fragment sampled from $x_i$ with the resolution of $S$. Note that, although each $\tilde{x}_i$ shares the same resolution, fragments among different $\tilde{x}_i$ are sampled from different scales in the multi-granularity pyramid, thus the fragments $\tilde{p}_x$ can be also seen as a pyramid.

The pyramid of fragments dramatically increases the data size from $S$ to $(n+1) \times S$. Some methods directly feed the pyramid into the model, thus increasing the complexity linearly or quadratically. The previous study has shown that the image content is largely redundant and can be greatly compressed (Bhaskaran and Konstantinides 1997). Further, the recent masked autoencoder also suggests that even if the image content is masked with a large ratio, the content could still be recognized (He et al. 2022). The work has greatly inspired us to introduce the masking strategy and reduce the dimension of pyramid to a regular input size of $S$.

In the process of mask designing, we also refer to the Bayer pattern in imaging sensors, where the R/G/B is staggered with a certain arrangement. In this work, we introduce a scale-interlaced masking pattern that tunes the pyramid and transforms it into a regular input. Fig. 3(a) and (b) give the illustration of the spatial masks for images. For simplicity, we only adopt two scales here, thus $n = 1$. In Fig. 3, we use different intensities of luminance to indicate the scales. Thus, in (a) and (b), the black positions correspond to the fragments sampled from $x_0$ while the white indicates those from $x_1$. When $n = 1$, the data can be formulated as

$$\hat{x} = M \cdot \tilde{x}_0 + (1 - M) \cdot \tilde{x}_1, \quad (3)$$

where $M$ is the spatial binary mask, in which 1/0 indicates the raw/scaled fragments.

In Fig. 3, we provide two types of spatial masks. As our work is built on the fragment sampling, we choose the same baseline model, SwinTransformer (Liu et al. 2021), for quality assessment. According to the model architecture, we construct a window-based mask and a patch-based mask for images. For the window-based mask, the size of each black/white region is equal to the window size (i.e., $32 \times 32$) in SwinTransformer. Similarly, the size of each black/white region in the patch-based mask is the same as the embedding patch (i.e., $4 \times 4$). Note that the mask can be extended to adapt to more scales. A very familiar way is to imitate Bayer RGGB in imaging sensors or the diamond arrangement in display that staggers multiple scales with a regular size.

Fig. 4 gives an example where (b) shows the fragments sampled from raw resolution, and (c) shows the ones from scaled data. It shows that fragments sampled from $x_0$ focus more on the local details, and are hard to infer the global semantics. The fragments sampled from $x_n$ contain more global information, but miss the local distortions. With the masking strategy, the proposed SAMA masks and rearranges the multi-scale data into a regular shape, holding both local details and global semantics in a regular data shape.

**SAMA for Video**

When it comes to videos, the scaling and sampling are similar. The main difference is in the masking. Video data preserves not only the spatial correlation, but rich temporal redundancy. Thus, besides the spatial masks, we can explore more temporal masks for video.

Given a video data $v$ containing $T$ frames, the scaling procedure transforms $v$ into the scale space $p_v$, and the sampling extracts content from $p_v$ to generate a pyramid of fragments $p_{v_n}$. In the process of masking, we introduce another three temporal masks based on temporal redundancy. As illustrated in Fig. 3(c)–(e), a progressive mask indicates that,
along the time dimension, the fragments are selected from the finest to the coarsest gradually. Considering the pyramid of fragments $\tilde{p}_c$, where each scale actually contains $T$ frames since fragment sampling would not reduce the temporal dimension. What progressive mask does is to select the first two frames of fragments with raw resolution as $\tilde{v}_0$, and select the next two frames of fragments with a coarser resolution from the pyramid as $\tilde{v}_1$, until the coarsest. Thus, we can obtain the new data formed as

$$\tilde{v} = \{\tilde{v}_0, \tilde{v}_1, \ldots, \tilde{v}_{2^{T-1}}\},$$  (4)

where each $\tilde{v}_i$ contains two frames of scaled fragments from the pyramid. The two-frame setting results from the selection of our baseline model (VideoSwin), where the temporal dimension of embedding patch is 2. As VideoSwin model takes as input 32 frames, thus the input data contains 16 scales of fragments, where the first two frames are the finest resolution, and the last two are the coarsest.

Besides the progressive masking, we also provide a choppy masking and a mixed one. As shown in Fig. 3(d), the data form contains only two scales and they are interleaved in the temporal dimension. Still, each scale also contains two frames of fragments. For a 32-frame input data, the first two frames are the finest scale, and the next two frames are the coarsest. The arrangement would repeat 8 times to get a 32-frame input data. And for the mixed mask, the first 16 frames follow a progressive procedure, and the arrangement would repeat it to obtain 32 frames.

Model Architecture and Implementation Details

Our work serves as the data sampling method. Afterwards, the data is fed into a baseline model. Our implementation is based on FAST-VQA (Wu et al. 2022), and adopts the SwinTransformer/VideoSwin (Liu et al. 2021, 2022c) for image/video tasks. For VQA, we simply substitute the original sampling method in FAST-VQA with SAMA, and keep all the other settings (e.g., loss function, learning rate, batch size, etc.) as default. More details of the implementation can refer to the work (Wu et al. 2022) or our appendix.

Given the input size $S = H \times W$ for images, considering a $4 \times 4$ patch embedding, the output of the baseline model, denoted as $z = f(\tilde{x})$, is $H_{\frac{32}{32}} \times W_{\frac{32}{32}} \times C$, where $H$, $W$, and $C$ are the height, width, and channel dimension. Two simple fully-connected (FC) layers are followed (64 hidden nodes) to regress $z$ into quality scores $q$ with the size of $H_{\frac{32}{32}} \times W_{\frac{32}{32}} \times 1$. The overall quality is obtained by averaging $q$ on the spatial.

As for videos, the size of prepared data is $S = H \times W \times T$, where $T$ is the temporal dimension. Given a $4 \times 4 \times 2$ embedding patch, the size of $z$ is $H_{\frac{32}{32}} \times W_{\frac{32}{32}} \times T \times C$. Similarly, we also adopt two FC layers for the regression, and obtain the scores $q$ with the size of $H_{\frac{32}{32}} \times W_{\frac{32}{32}} \times T \times 1$. The global average is adopted to get the overall quality.

Relative Scale Encoding

The only concern is whether the model can distinguish the scale-mixed data. To clarify the concern, we explore various relative scale encoding methods in the model to explicitly highlight the scale information. For simplicity, we select the video data with the progressive temporal mask for example.

SAMA-W Instead of directly averaging $q$, SAMA-W introduces extra FC layers to learn $\frac{T}{2}$ weights in temporal dimension (corresponding to different scales), and compute a weighted average for the final quality.

SAMA-SE In this variation, the SE module (Hu, Shen, and Sun 2018) is introduced in the transformer block. The SE module is set after the attention operation but before the residual connection in each transformer block. Still, we only focus on the temporal dimension where the features are squeezed and excited with a regular SE module.

SAMA-RSB-A The relative scale bias is explored in the transformer block. In the original SwinTransformer, the relative position bias is embedded in the attention module as

$$Attn(Q, K, V) = \text{SoftMax}(QK^T / \sqrt{d} + B)V,$$  (5)

where $Q$, $K$, $V$, $B$, and $d$ are query, key, value, relative position bias, and channel dimension (Liu et al. 2021). In order to tune the scale information adaptively, an additional relative scale bias (denoted as $R$) is introduced, and the attention is modified as

$$Attn(Q, K, V) = \text{SoftMax}(QK^T / \sqrt{d} + B + R)V.$$  (6)

SAMA-RSB-M The relative scale bias $R$ can be also introduced as a multiplication factor instead of the addition term, which is formulated as

$$Attn(Q, K, V) = \text{SoftMax}((QK^T / \sqrt{d} + B) \cdot R)V.$$  (7)

Note that these encoding methods are not included in our basic SAMA method. With SAMA, we just explore some variations in model architecture based on data characteristics, and see if both of them are cooperatively enhanced.

Experiments

Benchmark Datasets and Evaluation Protocols

We evaluate our proposed method on both VQA and IQA tasks. For VQA task, four datasets (i.e., LSVQ (Ying et al. 2021), KoNViD (Hosu et al. 2017), LIVE-VQC (Sinno and Bovik 2018) and YouTube-UGC (Wang, Inguva, and Adsumilli 2019)) are adopted to conduct the intra- and inter-dataset validation. For IQA task, we adopt two widely-used datasets (i.e., KonIQ (Hosu et al. 2020), and SPAQ (Fang et al. 2020)). By convention, when trained on LSVQ, we report the performance results on both LSVQ test set, LSVQ 1080p set, KoNViD, and LIVE-VQC. When conducting the intra-dataset validation for both VQA and IQA, the experiment is repeated for 10 rounds and the median performance is adopted to alleviate the randomness. To quantify the performance of different methods, Spearman rank-order correlation coefficient (SRCC) and Pearson linear correlation coefficient (PLCC) are adopted for the criteria. A better model would result in higher SRCC and PLCC values.

Experiments on VQA

Our proposed sampling method is verified with 9 newly released VQA algorithms, which are TLVQM (Korhonen 2019), VIDEVAL (Tu et al. 2021), VSFA (Li, Jiang,
Table 1: VQA Performance Comparison when Trained on LSVQ (The default SAMA is with progressive temporal mask, while ‘c’/‘c+p’/‘spm’/‘swm’ indicates choppy/choppy+progressive/spatial patch-based/spatial window-based mask, respectively.)

<table>
<thead>
<tr>
<th>Type</th>
<th>Method</th>
<th>Year</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>hand-crafted</td>
<td>TLVQM</td>
<td>2019</td>
<td>T-IP</td>
</tr>
<tr>
<td></td>
<td>VIDEVAL</td>
<td>2021</td>
<td>T-IP</td>
</tr>
<tr>
<td>multi-branch</td>
<td>PVQ (w/o patch)</td>
<td>2021</td>
<td>CVPR</td>
</tr>
<tr>
<td></td>
<td>PVQ (w patch)</td>
<td>2021</td>
<td>CVPR</td>
</tr>
<tr>
<td></td>
<td>BVQA-2022</td>
<td>2022</td>
<td>T-CSVT</td>
</tr>
<tr>
<td></td>
<td>DSD-PRO</td>
<td>2022</td>
<td>T-CSVT</td>
</tr>
<tr>
<td></td>
<td>ZoomVQA</td>
<td>2023</td>
<td>CVPRW</td>
</tr>
<tr>
<td></td>
<td>DOVER</td>
<td>2023</td>
<td>ICCV</td>
</tr>
<tr>
<td>single-branch</td>
<td>SAMA (c)</td>
<td>2019</td>
<td>MM</td>
</tr>
<tr>
<td></td>
<td>SAMA (c+p)</td>
<td>2022</td>
<td>ECCV</td>
</tr>
<tr>
<td></td>
<td>SAMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SAMA (+ spm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SAMA(+ swm)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Experiments on IQA

In this subsection, we verify the proposed method on IQA task. We adopt 13 IQA algorithms in the recent three years...
for the performance comparison, which are HyperIQA (Su et al. 2020), MUSIQ (Ke et al. 2021), IEIT (Song et al. 2022), CVC-IQA (Zhu et al. 2022), VT-IQA (Li et al. 2022b), DACNN (Pan et al. 2022b), SARQUE (2022), CONTRIQUE (Madhusudana et al. 2022), VCRNet (Pan et al. 2022a), DEIQT (Qin et al. 2023), Re-IQA (Saha, Mishra, and Bovik 2023), LIQE (Zhang et al. 2023a) and QPT (Zhao et al. 2023a). Our baseline model is based on the naive SwinTransformer. The spatial window-based mask is adopted as our default SAMA method, and the spatial patch-based mask is denoted as ‘spm’.

As shown in Tab. 4, the proposed sampling method significantly improves the baseline model, and achieves the best performance on the databases. Note that KonIQ and SPAQ are two different datasets, where KonIQ is mainly the public images while SPAQ is specified to smartphone photography. The improvement on both datasets verifies the proposed sampling method can deal with various image content. More importantly, our baseline is simple enough while existing methods might involves specific pretraining (Madhusudana et al. 2022; Zhao et al. 2023a). The simplicity of SAMA and its promising performance demonstrate the effectiveness of our method. Fig. 6 gives an illustration of how the model estimates quality. In the figure, (b) and (e) are the sampled fragments from the baseline (i.e., grid-based fragment sampling, the left column) and SAMA (the right column), while (c) and (f) are the output responses (i.e., the predicted quality scores on each window, the lower the darker). From the figure, it shows that our SAMA enhances the ability of global perception, thus improving the baseline method.

**Complexity and Transferability**

SAMA is a data sampling method and does not involve any change in model architecture, thus the model complexity is the same as FAST-VQA (Wu et al. 2022). Indeed, SAMA is thought to cost only more computation for the interpolation when scaling the data into a pyramid. And as for the sampling and masking procedures, the implementation can be simplified and cost the same consumption as FAST-VQA. This is because both of the methods are to sample the same amount of fragments. The only difference is where the data is sampled from – FAST-VQA samples from the raw data, while SAMA samples from the pyramid.

Our SAMA method is expected to cover more tasks and more models. In this work, we verify the method in two resolution-related tasks (i.e., IQA and VQA). Actually, the method should be task-agnostic. These tasks benefiting from multi-scale features are also thought to be the applications of SAMA, and we are expecting to extend SAMA to more tasks. Further, We would also try more model architectures (not only SwinTransformer). The data sampled from SAMA is expected to suit most transformer-based models, which will be examined in our future work.

**Conclusion**

Various tasks are benefiting from the multi-granularity representation to bold both the local details and the global se-
methods and the results have demonstrated that the proposed SAMA has a good compatibility with the model. We are expecting to apply our method to more basic tasks.
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