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Abstract

Deep learning models for point clouds have shown to be vulnerable to adversarial attacks, which have received increasing attention in various safety-critical applications such as autonomous driving, robotics, and surveillance. Existing 3D attack methods generally employ global distance losses to implicitly constrain the point-wise perturbations for optimization. However, these simple losses are quite difficult to accurately measure and restrict the proper 3D geometry as point clouds are highly structured. Although few recent works try to exploit additional shape-aware surface knowledge to globally constrain the point position, they still fail to preserve the detailed point-to-point geometric dependency in different local regions. To this end, in this paper, we propose a novel Multi-grained Geometry-aware Attack (MGA), which explicitly captures the local topology characteristics in different 3D regions for adversarial constraint. Specifically, we first develop multi-scale local spectral filter banks adapting to different 3D object shapes to explore potential geometric structures in different local regions. Considering that objects may contain complex geometries, we then extend each filter bank into multi-layer ones to gradually capture different-granularity topology contexts of the same region in a coarse-to-fine manner. Hence, the focused local geometries will be highlighted in the coefficients calculated by the filtering process. At last, by restricting these coefficients between benign and adversarial samples, our MGA is able to properly measure and preserve the detailed geometry contexts in the whole 3D object with trivial perturbations. Experiments demonstrate that our attack can achieve superior performance on various 3D classification models, with satisfying adversarial imperceptibility and strong resistance to different defense methods.

Introduction

Deep neural networks have shown to be vulnerable to adversarial examples (Goodfellow, Shlens, and Szegedy 2014; Szegedy et al. 2013), which add visually indistinguishable perturbations to network inputs but lead to incorrect predictions. Significant progress has been made in adversarial attacks on 2D images, where many methods (Dong et al. 2018; Madry et al. 2017; Kurakin, Goodfellow, and Bengio 2016; Tu et al. 2019) learn to add imperceptible pixel-wise noise. Nevertheless, adversarial attacks on 3D depth or point cloud data are still relatively underexplored. Different from images, point clouds are discrete representations of 3D objects or scenes (Huang, Liu, and Hu 2023; Hu, Liu, and Hu 2023), receiving increasing attention in various 3D applications such as autonomous driving (Chen et al. 2017b) and medical data analysis (Singh et al. 2020). Similarly to

Figure 1: Existing 3D attackers simply utilize (a) global distance losses or (b) surface constraints to restrict the perturbations. Since 3D objects generally contain (c) diverse geometric characteristics in different local regions, they fail to comprehend and preserve corresponding detailed contexts. In this paper, we propose to exploit (d) local spectral filters to perceive the complex geometric structures in different regions for generating imperceptible adversarial samples.
their 2D counterparts, deep learning models trained for point clouds are often vulnerable to adversarial perturbations, increasing the risk in safety-critical 3D applications.

Most existing 3D point cloud attack methods (Xiang, Qi, and Li 2019; Wicker and Kwiatkowska 2019; Zhang et al. 2019a; Zheng et al. 2019; Tsai et al. 2020; Zhao et al. 2020; Zhou et al. 2020; Hamdi et al. 2020) generally adapt the existing 2D adversarial attacks into the 3D scenario. They either follow a point addition/dropping framework that identifies critical points from point clouds and modifies (add or delete) them to distort the most representative features, or follow the C&W framework (Goodfellow, Shlens, and Szegedy 2014) to learn to perturb the Euclidean coordinates of points by optimizing the gradient from end to end. However, these works directly utilize general global distance losses, e.g. Chamfer (Fan, Su, and Guibas 2017) and Hausdorff (Huttenlocher, Klanderman, and Rucklidge 1993) distances as shown in Figure 1 (a), to implicitly preserve the 3D original shape. It is still hard for them to accurately measure and generate the geometry-aware perturbations with these simple losses as point cloud is a highly structured data format, leading to noticeable noise. Although few works (Wen et al. 2020; Huang et al. 2022) try to exploit additional surface knowledge to restrict the point positions as shown in Figure 1 (b), they only consider the curve and smoothness characteristics and treat all points in a global manner for joint constraint. Since 3D object generally contains complex and diverse geometric characteristics in different regions as shown in Figure 1 (c), they fail to separately perceive corresponding different types of point-to-point dependencies for preserving the detailed local geometric structures.

Based on the above observations, in this paper, we make the attempt to explicitly capture the subtle geometric structures in different local regions to completely preserve the diverse 3D topology information for generating more imperceptible adversarial examples. As for exploring the 3D geometric characteristics, graph spectral tool (Hu, Liu, and Hu 2022; Hu et al. 2021) has shown great success in frequency-to-geometry analysis. However, it suffers from its global mapping that can only identify the geometric characteristics of the whole 3D object but fails to locate where they are in the spatial region. Therefore, to perceive different geometric structures corresponding to different regions in the point cloud, we introduce a local spectral tool with different filter banks to filter out and highlight the potential subtle geometries in local regions. As shown in Figure 1 (d), the local spectral filter banks can be decomposed from the global spectrum of the 3D object. By applying them to the original point cloud, we can separately obtain different highlighted regions (computed by the coefficients) to represent the components of different geometric structures. In this way, we are able to set individual geometry-aware constraints on each local region for jointly preserving the original object shape during the perturbation optimization.

To this end, we propose a novel Multi-grained Geometry-aware Attack (MGA), which explicitly captures the local topology characteristics in different 3D regions for adversarial constraint. Specifically, we first represent each point cloud in a graph format and then develop adaptive diffusion wavelets to serve as local spectral filters for capturing the subtle geometries. Considering that 3D objects generally contain complex and diverse geometric topologies, we further extend these local filters into a hierarchical one with multiple scales and multiple layers. In particular, the multi-scale filter banks are applied to the same object for perceiving different geometric characteristics in different local regions, while the multi-layer strategy is applied on each scale filter bank to gradually capture more grained-level geometric structures in the same region in a coarse-to-fine manner. At last, by restricting the different-level coefficients calculated by the hierarchical filter banks between benign and adversarial samples, our MGA attack is able to accurately measure and preserve the complete geometric shape of the 3D object. To sum up, our main contributions are three-fold:

- Instead of globally and implicitly perturbing the point clouds like previous 3D attackers, we propose a new attack method that explicitly captures the local geometric characteristics in different 3D regions. Compared to them, our attack is able to preserve more subtle and detailed geometric contexts for generating more imperceptible adversarial examples.

- To perceive different subtle geometric contexts of different local object components in the whole point cloud, we develop multi-layer multi-scale local spectral filter banks to capture potential geometric structures of all possible granularities. We restrict corresponding coefficients between point clouds for perturbation optimization without using any traditional global distance loss.

- We perform extensive experiments to validate the effectiveness of our MGA attack using several popular point cloud networks on both ModelNet40 and ShapNetPart datasets, which show superiority over the state-of-the-arts. We also demonstrate how our MGA attack outperforms others when targeted by currently available point-cloud defense methods.

Related Work

Adversarial attack on 3D point cloud. Many works (Xiang, Qi, and Li 2019; Wicker and Kwiatkowska 2019; Zhang et al. 2019a; Zheng et al. 2019; Tsai et al. 2020; Zhao et al. 2020; Liu, Hu, and Li 2022; Tao et al. 2023; Liu, Hu, and Li 2023) investigate the vulnerability of 3D point clouds from the perspective of adversarial attack. Early works (Xiang, Qi, and Li 2019; Zhang et al. 2019a; Wicker and Kwiatkowska 2019; Zheng et al. 2019) simply modify a few points in the point cloud to achieve attack. They either add limited synthesized points or drop the critical points based on the characteristics of 3D models. Although they can achieve 100% attack success rate, they easily lead to the outlier problem. To alleviate this limitation, recent works propose to add perturbations to the whole point cloud. These methods (Wen et al. 2020; Tsai et al. 2020; Hamdi et al. 2020; Liu, Yu, and Su 2019; Ma et al. 2020; Zheng et al. 2019b; Liu and Hu 2021) learn to perturb the Euclidean coordinates of each point by utilizing the C&W framework (Carlini and Wagner 2017) to shift the points to fool the 3D models. However, these methods implicitly utilize both
Chamfer and Hausdorff distances as the constraint to keep the point cloud geometry. Some recent works (Wen et al. 2020; Huang et al. 2022) try to utilize additional surface knowledge to build shape prior to preserving the object contours. Since 3D object generally contains complex and diverse geometric characteristics in different regions, they fail to separately perceive different types of point-to-point dependencies for preserving the detailed local geometric structures. Different from them, we propose to explicitly capture the subtle geometric structures in different local regions to completely preserve the diverse 3D topology information for generating more imperceptible adversarial examples.

Spectral methods for 3D point cloud. There already exist methodologies that exploit spectral information to understand point clouds. Some 3D denoising methods (Rosman, Dubrovina, and Kimmel 2013; Zhang, Cui, and Ding 2020) transform the input point cloud into the graph spectral domain, where the rough shape of a point cloud is encoded into low-frequency components. The noisy shape can thus be reconstructed by the spectral filter. Other applications (Chen et al. 2017a; Ramasinghe et al. 2020) also represent the fine details of point clouds through transformed high-frequency components, and use them to detect contours or process redundant information. Recently, spectrum-based attack (Hu, Liu, and Hu 2022) is also introduced to selectively perturb the frequency bands for keeping the geometries in the data domain as invariant as possible. However, this spectral tool is globally based, which can only identify the geometric characteristics in the whole point cloud and cannot locate where they are in the local spatial region. Different from them, we develop a new local spectral strategy to perceive different geometries in different local regions.

The Proposed MGA Attack

Overview

Problem definition. Generally, a point cloud consists of an unordered set of points \( P = \{p_i\}_{i=1}^n \in \mathbb{R}^{n \times 3} \) sampled from the surface of a 3D object or scene, where each point \( p_i \in \mathbb{R}^3 \) is a vector that contains the coordinates \((x, y, z)\) of point \( i \), and \( n \) is the number of points. In this paper, we mainly focus on the basic point cloud classification task. Given a point cloud \( P \) as input, a learned classifier \( f(\cdot) \) predicts a vector of confidence scores \( f(P) \in \mathbb{R}^C \). The final predicted label is \( y = F(P) = \arg \max_{c \in [C]} f(P)_c \) where \( y \in Y \) and \( Y = \{1, 2, 3, ..., C\} \) represents the class of the original 3D object underlying the point cloud, where \( C \) is the number of classes. To attack such classification model, the general objective is to find a perturbation \( \Delta \in \mathbb{R}^{n \times 3} \) to generate an adversarial example \( P' = P + \Delta \) that \( f(P') \neq y \) or \( f(P') = y' \), where \( y' \in Y \) but \( y' \neq y \).

Our pipeline. To completely preserve the detailed geometries of each 3D object, we propose a novel Multi-grained Geometry-aware Attack (MGA) method, which develops multiple local spectral filters to separately perceive different local geometric characteristics of the whole 3D point cloud for constraint. The overall pipeline of our MGA is shown in Figure 2. Given the benign point cloud, we develop its adaptive local spectral filters with multiple scales and layers
to capture potential subtle 3D components. In particular, the multi-scale filter banks are applied to the object for perceiving different geometric characteristics in local regions, while the multi-layer strategy is applied on each scale filter bank to gradually capture multi-grained geometric structures in the same region in a coarse-to-fine manner. By restricting the highlighted coefficients of filters of the same scale and layer, MGA is able to preserve the corresponding local geometries for producing more imperceptible adversarial samples.

Transforming Point Cloud into Spectral Domain

Before devising the local spectral filters adapting to different 3D objects, we need to transform the point cloud data into the spectral domain. Following previous work (Hu et al. 2021; Hu, Liu, and Hu 2022), we utilize graph tool to transform the 3D data into the graph spectral domain. Specifically, we represent a point cloud \( P = \{p_i\}_{i=1}^n \in \mathbb{R}^{n \times 3} \) consisting of \( n \) points over a graph \( G = \{V, E, A\} \), which is composed of a vertex set \( V \) of cardinality \( |V| = n \) representing points, an edge set \( E \) connecting vertices, and an adjacency matrix \( A \). Each entry \( a_{i,j} \) in \( A \) represents the weight of the edge between vertices \( i \) and \( j \), which often captures the similarity between adjacent vertices. Here, we construct an unweighted \( K \)-nearest-neighbor graph (\( K \)-NN graph), where each vertex is connected to its \( K \) nearest neighbors in terms of the Euclidean distance with weight 1. The coordinates of points in \( P \) are treated as graph signals. We define the combinatorial graph Laplacian operator (Shuman et al. 2013) as \( L := D - A \), where \( D \) is the degree matrix—a diagonal matrix where \( d_{i,i} = \sum_{j=1}^n a_{i,j} \).

Developing Adaptive Local Spectral Filters

Graphs are flexible data structures that enable general metric structures and modeling non-Euclidean domains. Once we map the point cloud into the graph spectral domain, we are able to investigate the topology characteristics on the underlying graph domain, while capturing corresponding geometric regions on the data domain.

Since diffusion wavelets (Coifman and Maggioni 2006) provide a simple yet effective framework to define multi-resolution geometric analysis from powers of a diffusion operator defined on a graph, we follow it to first define a lazy diffusion operator on point cloud \( P \) as:

\[
T = \frac{1}{2}(I + \bar{A}),
\]

where \( I \) is the identical diagonal matrix and \( \bar{A} = D^{-1/2}AD^{-1/2} \) is the normalized adjacency. Based on this, we construct a family of multi-scale local spectral filters by exploiting the powers of the diffusion operator \( T^{2m} \) as:

\[
\Psi_0 = I - T, \quad \Psi_m = T^{2m-1}(I - T^{2m-1}) = T^{2m-1} - T^m, \quad m > 0
\]

Here, representing point clouds in the diffusion wavelet domain is able to capture spectral differences corresponding to smooth regions as well as sharp transitions or oscillations of the 3D surface at increasingly spaced diffusion times. Specifically, each \( \Psi_m \) corresponds to a graph wavelet filter bank with special spatial localization on 3D object. The low-scale \( \Psi_0 = \frac{1}{2}(I - \bar{A}) \) corresponds to one half of the normalized Laplacian operator, which is often used as a low-pass filter in graph signal processing and spectral graph theory. Therefore, \( \Psi_0 \) can capture the low-frequency contexts of the 3D objects. By increasing spaced diffusion times, the higher-scale \( \{\Psi_m\} \) can explicitly focus on various higher bands than \( \Psi_0 \). Each scale wavelet coefficient of the point cloud can be obtained by:

\[
\Phi_m(P) = \Psi_m P, \quad m \in \{1, \ldots, M\}.
\]
Since some 3D objects have complex and diverse geometric topologies, we further extend the multi-scale local filters into multi-layer ones to capture hierarchical multi-grained local structures. The $l$-th layer $m$-th scale wavelet coefficient of point clouds can be obtained by:

$$
\Phi_{m,l}(P) = (\Psi_{m})^l P, \quad l \in \{1, ..., L\}.
$$

(4)

As shown in Figure 3, the frequency responses of different scale filter banks are quite different. Therefore, they are able to capture different kinds of geometric components in different local regions of the 3D object. Moreover, by applying multi-layer filtering, the coefficients gradually highlight more on the fine-grained subtle region in the higher layer. It demonstrates that such hierarchical filter banks are effective to perceive the local regions in a coarse-to-fine manner.

### Hierarchical Coefficient Constraints

To make the adversarial sample imperceptible to humans, the attackers should keep its geometric shape same to the original 3D object as same as possible. Previous attack methods (Huang et al. 2022) either utilize global distance loss to implicitly generate geometry-aware perturbations, or utilize surface constraint to only keep the smoothness and ignore the complicated region. Different from them, we propose to explicitly generate geometry-aware perturbations, or utilize the special point-to-point dependency in each local region, which is: The coefficients represent the strong point-to-point dependency in its highlighted region. Specifically, as for scale 0 filter $\Psi_0$, it corresponds to the low-frequency component representing the basic object shape (Hu, Liu, and Hu 2022). By restricting its coefficients, the adversarial samples can preserve the object contour. The higher scale filter contributes more to the detailed structure. By restricting the special point-to-point dependency in each local region, the adversarial sample is able to keep the local geometry the same as the original one. By jointly restricting all the hierarchical coefficients, our strategy can explicitly preserve the complete geometric characteristics.

### Generating Adversarial Examples

At last, we reformulate the task of generating adversarial sample $P'$ as the following optimization problem:

$$
\begin{align*}
\min_{\Delta} & \quad L_{\text{mis}}(P', y) + \lambda L_{\text{reg}}(P', P), \\
\text{s.t.} & \quad P' = P + \Delta,
\end{align*}
$$

(7)

where $L_{\text{mis}}$ is the cross-entropy loss to promote the misclassification of $P'$, and $\lambda$ is a parameter to strike a balance between the two terms in the objective. In particular, $L_{\text{mis}}(P', y)$ is formulated as a cross-entropy loss:

$$
L_{\text{mis}}(P', y) = \left\{ \begin{array}{ll}
-\log(p_{y'}(P')), & \text{for targeted attack,} \\
\log(p_y(P')), & \text{for untargeted attack,}
\end{array} \right.
$$

(8)

where $p(\cdot)$ is the softmax functioned on the output of the target model, i.e., the probability with respect to adversarial class $y'$ or clean class $y$.

### Experiments

#### Experimental Setup

**Datasets.** We use ModelNet40 (Wu et al. 2015) and ShapeNetPart (Yi et al. 2016) to evaluate the performance of the adversarial point clouds generated by different attack methods. Specifically, ModelNet40 consists of 12,311 CAD models from 40 object categories, and ShapeNetPart consists of 16,881 pre-aligned shapes from 16 categories. Following previous works, we uniformly sample 1,024 points from the surface of each object.

**3D victim models.** Our approach is evaluated on three categories of the most popular 3D recognition models, i.e., PointNet (Qi et al. 2017), DGCNN (Wang et al. 2019) and PointConv (Wu, Qi, and Fuxin 2019). We train them from scratch, and the test accuracy of each trained model is within 0.1% of the best accuracy reported in their original articles.

**Implementation.** We update the frequency perturbation $\Delta$ with 500 iterations. We use Adam optimizer (Kingma and Ba 2015) to optimize the objective of our proposed attack in Eq. (7) with a fixed learning rate of 0.01, and the momentum is set as 0.9. We assign $K = 10$ to build a K-NN graph. The numbers of filter scale and layer are set to $M = 10, L = 4$, respectively. The parameter $\lambda$ is set to 1.0. We focus on the targeted attack in the experiments. All experiments are implemented on a single NVIDIA RTX 2080Ti GPU.

### Evaluation on Our MGA Attack

**Performance comparison.** We fairly compare our MGA attack with six competitive methods, including PGD (Madry et al. 2017), AdvPC (Hamdi et al. 2020), IFGM (Gu and Rigazio 2014), LG-GAN (Zhou et al. 2020), GSDA (Hu, Liu, and Hu 2022), and SI-Adv (Huang et al. 2022), and measure the perturbation on both ModelNet40 and ShapeNetPart datasets. The corresponding results are presented in Table 1 and Table 2. We can find that, our MGA attack generates adversarial point clouds with almost the lowest perturbation sizes in all evaluation metrics on three 3D victim models. This is because MGA explicitly perceives the
Table 1: Quantitative comparison on the perturbation size generated by different attack methods on ModelNet40 dataset.

<table>
<thead>
<tr>
<th>Attack Method</th>
<th>PointNet</th>
<th>DGCNN</th>
<th>PointConv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ASR↑</td>
<td>CD↓</td>
<td>HD↑</td>
</tr>
<tr>
<td>PGD (Madry et al. 2017)</td>
<td>100%</td>
<td>0.0018</td>
<td>0.0302</td>
</tr>
<tr>
<td>AdvPC (Hamdi et al. 2020)</td>
<td>100%</td>
<td>0.0013</td>
<td>0.0346</td>
</tr>
<tr>
<td>IFGM (Gu and Rigazio 2014)</td>
<td>100%</td>
<td>0.0009</td>
<td>0.0226</td>
</tr>
<tr>
<td>LG-GAN (Zhou et al. 2020)</td>
<td>99%</td>
<td>0.0011</td>
<td>0.0512</td>
</tr>
<tr>
<td>GSDA (Hu, Liu, and Hu 2022)</td>
<td>100%</td>
<td>0.0007</td>
<td>0.0031</td>
</tr>
<tr>
<td>SI-Adv (Huang et al. 2022)</td>
<td>100%</td>
<td>0.0002</td>
<td>0.0205</td>
</tr>
<tr>
<td>MGA (Ours)</td>
<td>100%</td>
<td>0.0001</td>
<td>0.0046</td>
</tr>
</tbody>
</table>

Table 2: Quantitative comparison on the perturbation size generated by different attack methods on ShapeNetPart dataset.

<table>
<thead>
<tr>
<th>Attack Method</th>
<th>PointNet</th>
<th>DGCNN</th>
<th>PointConv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ASR↑</td>
<td>CD↓</td>
<td>HD↑</td>
</tr>
<tr>
<td>PGD (Madry et al. 2017)</td>
<td>100%</td>
<td>0.0017</td>
<td>0.0434</td>
</tr>
<tr>
<td>AdvPC (Hamdi et al. 2020)</td>
<td>100%</td>
<td>0.0019</td>
<td>0.0543</td>
</tr>
<tr>
<td>IFGM (Gu and Rigazio 2014)</td>
<td>100%</td>
<td>0.0005</td>
<td>0.0411</td>
</tr>
<tr>
<td>LG-GAN (Zhou et al. 2020)</td>
<td>98%</td>
<td>0.0058</td>
<td>0.1122</td>
</tr>
<tr>
<td>GSDA (Hu, Liu, and Hu 2022)</td>
<td>95%</td>
<td>0.0023</td>
<td>0.0257</td>
</tr>
<tr>
<td>SI-Adv (Huang et al. 2022)</td>
<td>96%</td>
<td>0.0010</td>
<td>0.0433</td>
</tr>
<tr>
<td>MGA (Ours)</td>
<td>100%</td>
<td>0.0003</td>
<td>0.0091</td>
</tr>
</tbody>
</table>

Table 3: Attack success rate (ASR) of different attacks on PointNet on ModelNet40 equipped with various defenses.

<table>
<thead>
<tr>
<th>Defense</th>
<th>PGD</th>
<th>GSDA</th>
<th>SI-Adv</th>
<th>MGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOR (Zhou et al. 2019)</td>
<td>52.3%</td>
<td>81.0%</td>
<td>97.4%</td>
<td>96.8%</td>
</tr>
<tr>
<td>DUP-Net (Zhou et al. 2019)</td>
<td>49.5%</td>
<td>68.9%</td>
<td>95.8%</td>
<td>97.2%</td>
</tr>
<tr>
<td>AT (Madry et al. 2017)</td>
<td>62.4%</td>
<td>86.3%</td>
<td>90.0%</td>
<td>95.3%</td>
</tr>
<tr>
<td>IF-Defence (Wu et al. 2020)</td>
<td>37.1%</td>
<td>50.1%</td>
<td>61.2%</td>
<td>84.7%</td>
</tr>
</tbody>
</table>

Visualization results. We show the visualization results of the adversarial examples generated by different attack methods in Figure 4. We observe that our adversarial point clouds exhibit similar geometric structures to their corresponding benign point clouds, and are more imperceptible than other attacks. Since our MGA explicitly perceives detailed and diverse local geometric structures, we are able to completely and properly preserve the geometries of original 3D object.

Resistance to Defenses. To verify the attack performance when facing the well-defended 3D models, we conduct experiments on defense methods including standard statistical outlier removal (SOR) (Zhou et al. 2019), DUP-Net (Zhou et al. 2019), adversarial training (AT) (Madry et al. 2017), and IF-Defence (Wu et al. 2020). Through comparing to existing point cloud attack methods in Table 3, we find that our MGA attack outperforms the baselines a lot on almost all defense methods, which further demonstrates our multi-grained geometry-aware attack is effective to perceive the detailed and complete local geometric structures for better preserving the geometric characteristics.

Ablation Study

Investigation on the choice of local spectral filter bank. To verify the effect of our local spectral filter bank, we conduct experiments by replacing our used Diffusion Wavelet with different strategies while maintaining the other modules the same. Specifically, two general local spectral tools are compared: Monic Cubic Wavelet (Hammond, Vandergheynst, and Grinonval 2011) and Tight Hann Wavelet (Shuman et al. 2015). As shown in Table 4, our utilized dif-
fusion wavelet achieves the smallest perturbations than other strategies in all metrics, this is because: diffusion wavelet is more suitable than Monic Cubic Wavelet and Tight Hann Wavelet for processing graph-structured data, allowing the extraction of valuable features from complex graphs.

Investigation on different types of local spectral filter bank. Victim model: PointNet.

<table>
<thead>
<tr>
<th>Local Filter</th>
<th>ASR↑</th>
<th>CD↓</th>
<th>HD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monic Cubic Wavelet</td>
<td>100%</td>
<td>0.0008</td>
<td>0.0128</td>
</tr>
<tr>
<td>Tight Hann Wavelet</td>
<td>100%</td>
<td>0.0003</td>
<td>0.0079</td>
</tr>
<tr>
<td>Diffusion Wavelet</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
</tbody>
</table>

Table 4: Investigation on different types of local spectral filter bank. Victim model: PointNet.

<table>
<thead>
<tr>
<th>Module</th>
<th>Variant</th>
<th>ASR↑</th>
<th>CD↓</th>
<th>HD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>M = 2</td>
<td>100%</td>
<td>0.0048</td>
<td>0.0650</td>
</tr>
<tr>
<td></td>
<td>M = 4</td>
<td>100%</td>
<td>0.0019</td>
<td>0.0283</td>
</tr>
<tr>
<td></td>
<td>M = 6</td>
<td>100%</td>
<td>0.0009</td>
<td>0.0135</td>
</tr>
<tr>
<td></td>
<td>M = 8</td>
<td>100%</td>
<td>0.0002</td>
<td>0.0069</td>
</tr>
<tr>
<td></td>
<td>M = 10</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>M = 12</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0043</strong></td>
</tr>
<tr>
<td>Layer</td>
<td>L = 1</td>
<td>100%</td>
<td>0.0021</td>
<td>0.0317</td>
</tr>
<tr>
<td></td>
<td>L = 2</td>
<td>100%</td>
<td>0.0010</td>
<td>0.0141</td>
</tr>
<tr>
<td></td>
<td>L = 3</td>
<td>100%</td>
<td>0.0004</td>
<td>0.0082</td>
</tr>
<tr>
<td></td>
<td>L = 4</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>L = 5</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0044</strong></td>
</tr>
</tbody>
</table>

Table 5: Investigation on different numbers of scale and layer of the local filter banks. Victim model: PointNet.

<table>
<thead>
<tr>
<th>Module</th>
<th>Variant</th>
<th>ASR↑</th>
<th>CD↓</th>
<th>HD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN Graph</td>
<td>K = 5</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td>0.0061</td>
</tr>
<tr>
<td></td>
<td>K = 10</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>K = 20</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>K = 40</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td>0.0052</td>
</tr>
<tr>
<td>Loss Function</td>
<td>λ = 0.1</td>
<td>100%</td>
<td>0.0006</td>
<td>0.0074</td>
</tr>
<tr>
<td></td>
<td>λ = 1.0</td>
<td>100%</td>
<td><strong>0.0001</strong></td>
<td><strong>0.0046</strong></td>
</tr>
<tr>
<td></td>
<td>λ = 10.0</td>
<td>100%</td>
<td>0.0002</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

Table 6: Sensitive analysis on K, λ. Victim model: PointNet.

More visualization on the coefficients. To investigate whether the local filters are able to properly perceive different geometric structures in different regions, we provide more visualization results on the coefficients computed by local filters of different scales and layers in Figure 5.

Conclusion

In this paper, we propose a novel Multi-grained Geometry-aware Attack (MGA), which explicitly captures the local topology characteristics in different 3D regions for generating more imperceptible adversarial examples. To achieve this goal, we develop hierarchical local spectral filters to capture diverse individual local geometries in the whole 3D object. By restricting the coefficients computed by multi-scale and -layer filters between benign and adversarial point clouds, our MGA is able to properly measure and preserve the complete 3D geometric shape. Experiments validate both effectiveness and robustness of our MGA.

Acknowledgments

This work was supported by National Natural Science Foundation of China (61972009).
References


