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Abstract

Federated Learning with Noisy Labels (F-LNL) aims at seeking an optimal server model via collaborative distributed learning by aggregating multiple client models trained with local noisy or clean samples. On the basis of a federated learning framework, recent advances primarily adopt label noise filtering to separate clean samples from noisy ones on each client, thereby mitigating the negative impact of label noise. However, these prior methods do not learn noise filters by exploiting knowledge across all clients, leading to sub-optimal and inferior noise filtering performance and thus damaging training stability. In this paper, we present FedDiv to tackle the challenges of F-LNL. Specifically, we propose a global noise filter called Federated Noise Filter for effectively identifying samples with noisy labels on every client, thereby raising stability during local training sessions. Without sacrificing data privacy, this is achieved by modeling the global distribution of label noise across all clients. Then, in an effort to make the global model achieve higher performance, we introduce a Predictive Consistency based Sampler to identify more credible local data for local model training, thus preventing noise memorization and further boosting the training stability. Extensive experiments on CIFAR-10, CIFAR-100, and Clothing1M demonstrate that FedDiv achieves superior performance over state-of-the-art F-LNL methods under different label noise settings for both IID and non-IID data partitions. Source code is publicly available at https://github.com/lijichang/FLNL-FedDiv.

Introduction

Compared to traditional Centralized Learning (Li et al. 2019b, 2021, 2019a; Wu et al. 2019b,a; Huang et al. 2023), Federated Learning (FL) is a novel paradigm facilitating collaborative learning across multiple clients without requiring centralized local data (McMahan et al. 2017). Recently, FL has shown significant real-world success in areas like healthcare (Nguyen et al. 2022), recommender systems (Yang et al. 2020), and smart cities (Zheng et al. 2022). However, these FL methods presume clean labels for all client’s private data, which is often not the case in reality due to data complexity and uncontrolled label annotation quality (Tanno et al. 2019; Kuznetsova et al. 2020). Especially with the blessing of privacy protection, it is impossible to ensure absolute label accuracy. Therefore, this work centers on Federated Learning with Noisy Labels (F-LNL). In F-LNL, a global neural network model is fine-tuned via distributed learning across multiple local clients with noisy samples. Like (Xu et al. 2022), we here also assume some local clients have noisy labels (namely noisy clients), while others have only clean labels (namely clean clients).

Besides the private data on local clients, F-LNL faces two primary challenges: data heterogeneity and noise heterogeneity (Kim et al. 2022; Yang et al. 2022b). Data heterogeneity refers to the statistically heterogeneous data distributions across different clients, while noise heterogeneity represents the varying noise distributions among clients. It has been demonstrated by (Xu et al. 2022; Kim et al. 2022) that these two challenges in F-LNL may lead to instability during local training sessions. Previous studies in F-LNL (Xu et al.
2022; Kim et al. 2022) have demonstrated that many FL approaches, such as (McMahan et al. 2017; Li et al. 2020), are now in use to adequately address the first challenge. These approaches primarily focus on achieving training stability with convergence guarantees by aligning the optimization objectives of local updates and global aggregation. However, they do not address label noise on individual clients. Therefore, to tackle noise heterogeneity, such F-LNL algorithms propose separating noisy data into clean and noisy samples, occasionally complemented by relabeling the noisy samples. This aims to mitigate the negative effects of noisy labels and prevent local model overfitting to such label noise, avoiding severe destabilization of the local training process.

Some F-LNL methods (Kim et al. 2022; Xu et al. 2022) thus emphasize proposing local noise filtering, where each client develops its own noise filter to identify noisy labels. However, these noise filtering strategies omit the potential of learning prosperous knowledge from other clients to strengthen their capacities. Instead, they rely heavily on each client’s own private data for training, thus leading to sub-optimal and inferior performance. For example, as shown in Figure 1(a), limited training samples available on each client impede the accurate modeling of their local noise distributions, significantly restricting noise filtering capabilities. In addition, if noise filtering and relabeling are not handled properly, overfitting of noisy labels can inevitably occur, leading to noise memorization and thus degrading global performance upon model aggregation. Developing strategies to prevent noise memorization (Yang et al. 2022a) while enhancing training stability is critical, yet existing F-LNL algorithms have not succeeded in achieving this.

In this paper, we present a novel framework, FedDiv, to address the challenges of F-LNL. To perform label noise filtering per client, FedDiv consists of a global noise filter, called Federated Noise Filter (FNF), constructed by modeling the global distribution of noisy samples across all clients. Specifically, by fitting the loss function values of private data, the parameters of a local Gaussian Mixture Model (GMM) can be iteratively learned on each client to model its local noise distributions. These parameters are then aggregated on the server to construct a global GMM model that serves as a global noise filter, effectively classifying samples on each local client into clean or noisy. As depicted in Figure 1(b), by leveraging collaboratively learned knowledge across all clients, FedDiv demonstrates a robust capability to fit the local label noise distributions within individual clean or noisy clients. This ability enhances noise filtering performance per client, and thus reduces training instability during local training sessions, while preserving data privacy.

After label noise filtering, we remove noisy labels from the identified noisy samples on each client and relabel those samples exhibiting high prediction confidence using the pseudo-labels predicted by the global model. To further prevent local models from memorizing label noise and improve training stability, we introduce a Predictive Consistency based Sampler (PCS) for identifying credible local data for local model training. Specifically, we enforce the consistency of class labels predicted by both global and local models, and apply counterfactual reasoning (Holland 1986; Wang et al. 2022) to generate more reliable predictions for local samples.

In summary, the contributions of this paper are as follows.

- We propose a novel one-stage framework, FedDiv, for addressing the task of Federated Learning with Noisy Labels (F-LNL). To enable stable training, FedDiv learns a global noise filter by distilling the complementary knowledge from all clients while performing label noise filtering locally on every client.
- We introduce a Predictive Consistency based Sampler to perform labeled sample re-selection on every client, thereby preventing local models from memorizing label noise and further improving training stability.
- Through extensive experiments conducted on CIFAR-10 (Krizhevsky 2009), CIFAR-100 (Krizhevsky 2009), and Clothing1M (Xiao et al. 2015) datasets, we demonstrate that FedDiv significantly outperforms state-of-the-art F-LNL methods under various label noise settings for both IID and non-IID data partitions.

### Related Work

**Centralized Learning with Noisy Labels (C-LNL).** Diverging from conventional paradigms for centralized learning, e.g. (Li, Li, and Yu 2023a,b), which operates on training samples only with clean labels, several studies have demonstrated the effect of methods to address C-LNL in reducing model overfitting to noisy labels. For instance, JointOpt (Tanaka et al. 2018a) proposed a joint optimization framework to correct labels of noisy samples during training by alternating between updating model parameters and labels. As well, DivideMix (Li, Socher, and Hoi 2019) dynamically segregated training examples with label noise into clean and noisy subsets, incorporating auxiliary semi-supervised learning algorithms for further model training. Other strategies for handling C-LNL tasks include estimating the noise transition matrix (Cheng et al. 2022), reweighing the training data (Ren et al. 2018), designing robust loss functions (Englesson and Azizpour 2021), ensembling existing techniques (Li et al. 2022), and so on.

Given privacy constraints in decentralized applications, the server cannot directly access local samples of all clients to construct centralized noise filtering algorithms. Besides, a limited number of private data on local clients may also restrict the noise filtering capability. Hence, despite the success of existing C-LNL algorithms, they may no longer be feasible in federated settings (Xu et al. 2022).

**Federated Learning with Noisy Labels.** Numerous methods address challenges in federated scenarios with label noise. For instance, FedRN (Kim et al. 2022) detects clean samples in local clients using ensemble Gaussian Mixture Models (GMMs) trained to fit loss function values of local data assessed by multiple reliable neighboring client models. RoFL (Yang et al. 2022b) directly optimizes using small-loss instances of clients during local training to mitigate label noise effects. Meanwhile, FedCorr (Xu et al. 2022) first introduces a dimensionality-based noise filter to segregate clients into clean and noisy groups using local intrinsic dimensionalities (Ma et al. 2018), and trains local noise fil-
Methodology

In this section, we introduce the proposed one-stage framework named FedDiv for federated learning with noisy labels. In detail, we first adopt the classic FL paradigm, namely FedAvg (McMahan et al. 2017), to train a neural network model. On this basis, we propose a global filter model called Federated Noise Filter (FNF) to perform label noise filtering and noisy sample relabeling on every client. Then, to improve the stability of local training, a Predictive Consistency based Sampler (PCS) is presented to conduct labeled sample re-selection, keeping client models from memorizing label noise.

Let us consider an FL scenario with one server and $K$ local clients denoted by $M$. Each client $k \in M$ has its own private data consisting of $n_k$ sample-label pairs $D_k = \{(x_{k,i}^t, y_{k,i}^t)\}_{i=1}^{n_k}$, where $x_{k,i}^t$ is a training sample, and $y_{k,i}^t$ is a label index over $C$ classes. Here, we divide local clients into two groups: clean clients (with noise level $\delta_k = 0$ where $k \in M$), which only have samples with clean labels, and noisy clients (with $\delta_k > 0$), whose private data might have label noise at various levels. Also, in this work, both IID and non-IID heterogeneous data partitions are considered.

As shown in Figure 2, the training procedure of the $t$-th communication round performs the following steps:

**Step 1**: The server broadcasts the parameters of the global neural network model $\theta(t)$ and the federated noise filtering model $W(t)$ to every client $k \in S$, where $S \subseteq M$ is a subset of clients randomly selected with a fixed fraction $\omega = |S|/K$ in this round.

**Step 2**: On every $k \in S$, $W(t)$ is used to separate $D_k$ into noisy and clean samples, and those noisy samples with high prediction confidence are assigned pseudo-labels predicted by $\theta(t)$.

**Step 3** (Local model training): Every client $k \in S$ trains its local neural network using a subset of the clean and relabeled noisy samples selected using PCS to obtain its updated local parameters $\theta_k^{(t)}$. Here, we use $\hat{\theta}_k^{(t)}$ to denote the parameters of the local model being optimized during this training session.

**Step 4** (Local filter training): Every client $k \in S$ trains a local noise filter model with updated parameters $W_k^{(t)}$ by fitting the per-sample loss function values of its private data $D_k$. Such loss function values are evaluated using the logits of training samples in $D_k$ predicted by $\theta_k^{(t)}$.

**Step 5**: The server aggregates $\{\theta_k^{(t)}|k \in S\}$ and then updates the global model as follows,

$$\theta^{(t+1)} = \sum_{k \in S} \frac{n_k}{\sum_{k \in S} n_k} \theta_k^{(t)}.$$  

**Step 6** (Federated filter aggregation): The server collects $\{W_k^{(t)}|k \in S\}$ to update existing server-cached local filter parameters $\{W_k|k \in S\}$, and then aggregates all local filters $\{W_k|k \in M\}$ to obtain an updated federated noise filtering model $W^{(t+1)}$.

This training procedure is repeated until the global model converges steadily or the pre-defined number of communication rounds $T$ is reached. Each communication round involves local training sessions (Step 1 - 4) on several randomly selected clients and the model aggregation phase (Step 5 - 6) on the server. The details of Step 2 , Step 4 , and Step 5 are provided in “Federated Noise Filter”, while the detailed description of Step 3 is given in “Predictive Consistency Based Sampler” and “Objectives for Local Model Training”.

![Figure 2: An overview of the training procedure proposed by FedDiv. In this work, the parameters of a local neural model and a local noise filter are simultaneously learned on each client during the local training sessions, while both types of parameters are aggregated on the server.](image-url)
Federated Noise Filter

Aiming at identifying label noise for the F-LNL task, we propose a Federated Noise Filter (FNF), which models the global distribution of clean and noisy samples across all clients. Motivated by (Zhu et al. 2022), this FNF model can be constructed via the federated EM algorithm. Specifically, we first conduct local filter training to obtain locally estimated GMM parameters. This goal is reached by iteratively executing the standard EM algorithm (Dempster, Laird, and Rubin 1977) per client to fit its local noise distribution. Then, we perform federated filter aggregation to aggregate local GMM parameters received from all clients to construct a federated noise filter.

Local filter training. In general, samples with label noise tend to possess higher loss function values during model training, making it feasible to use mixture models to separate noisy samples from clean ones using per-sample loss values of the training samples (Arazo et al. 2019a; Li, Socher, and Rubin 1977). Therefore, for the $k$-th client in the $t$-th communication round, a local GMM can be built to model the local distribution of clean and noisy samples by fitting the per-sample loss distribution,

$$\ell(x, y; \theta^{(t)}_k) \mid (x, y) \in D_k,$$

where $\ell(x, y; \theta^{(t)}_k)$ is the cross-entropy loss of a sample-label pair $(x, y) \in D_k$ when the local model $\theta^{(t)}_k$ is used for prediction. Then, we denote the two-component GMM model by $\mathcal{W}_k^{(t)} = (\mu_k^{(t)}, \sigma_k^{(t)}, \pi_k^{(t)})$, where $\mu_k^{(t)}$ and $\sigma_k^{(t)}$ are vectors with entries $\mu_{kg}^{(t)}$ and $\sigma_{kg}^{(t)}$ denoting the mean and variance of the $g$-th Gaussian component, respectively. Here, we set $g = 1$ to represent the “clean” Gaussian component, i.e., the Gaussian component with a smaller mean (smaller loss), while $g = 2$ denotes the “noisy” one.

We further define a discrete variable $z$ to represent whether a sample is clean or noisy. $\pi_k^{(t)}$ denotes the prior distribution of $z$, i.e., $\pi_k^{(t)} = P(z = g)$, where $\pi_{kg}^{(t)}$ should satisfy $\sum_{g=1}^{2} \pi_{kg}^{(t)} = 1$ and $0 \leq \pi_{kg}^{(t)} \leq 1$ for $g = 1, 2$. Thus, $P(\ell(x, y; \theta^{(t)}_k) \mid z = g)$ is modeled as a Gaussian distribution $N(\ell(x, y; \theta^{(t)}_k); \mu_{kg}^{(t)}, \sigma_{kg}^{(t)})$. Then, the posterior $\gamma_k(x, y; \theta^{(t)}_k)$, which represents the probability of a sample $x$ being clean ($g = 1$) or noisy ($g = 2$) given its loss value, can be computed as

$$\gamma_k(x, y; \theta^{(t)}_k) = P(z = g \mid x, y; \theta^{(t)}_k) = \frac{P(\ell(x, y; \theta^{(t)}_k) \mid z = g)P(z = g)}{\sum_{g'=1}^{2} P(\ell(x, y; \theta^{(t)}_k) \mid z = g')P(z = g')}.$$

(3)

Afterwards, for each client $k$, leveraging its private data $D_k$, updated local parameters $\theta_k^{(t)}$, and the federated filter parameters $\mathcal{W}^{(t)}$ received from the server, its optimal local filter parameters $\hat{\mathcal{W}}_k^{(t)} = (\mu_k^{(t)}, \sigma_k^{(t)}, \pi_k^{(t)})$ at current round $t$ are derived through the training of the local GMM models utilizing a standard EM algorithm (Dempster, Laird, and Rubin 1977). Noted that, $\mathcal{W}^{(t)}$ originated from the server here is used to initialize $\hat{\mathcal{W}}_k^{(t)}$ for expediting convergence.

In the $t$-th communication round, once we have performed local filter training on the clients in $\mathcal{S}$, we upload the local filter parameters $\{\mathcal{W}_k^{(t)} \mid k \in \mathcal{S}\}$ to the server. Then, the server updates its cached local filter parameters corresponding to each client in $\mathcal{S}$ as follows,

$$\mathcal{W}_k \leftarrow \mathcal{W}_k^{(t)} \mid k \in \mathcal{S},$$

(4)

where $\mathcal{W}_k$ is the server-cached version of the local noise filter on the $k$-th client. Note that FedDiv only sends three numerical matrices (i.e., $\mu_k^{(t)}$, $\sigma_k^{(t)}$, and $\pi_k^{(t)}$) from each client to the server, and they merely reflect each client’s local noise distributions instead of the raw input data, avoiding any risk of data privacy leakage.

Federated filter aggregation. After parameter uploading, the federated filter model can be constructed by aggregating the local filter parameters corresponding to all the clients $\{\mathcal{W}_k = (\mu_k, \sigma_k, \pi_k) \mid k \in M\}$ as follows,

$$\mu_{g}^{(t+1)} = \sum_{k \in M} \frac{n_k}{\sum_{k \in M} n_k} \mu_{kg},$$

$$\sigma_{g}^{(t+1)} = \sum_{k \in M} \frac{n_k}{\sum_{k \in M} n_k} \sigma_{kg},$$

$$\pi_{g}^{(t+1)} = \sum_{k \in M} \frac{n_k}{\sum_{k \in M} n_k} \pi_{kg},$$

(5)

where $\mathcal{W}^{(t+1)} = (\mu^{(t+1)}, \sigma^{(t+1)}, \pi^{(t+1)})$ will be used to perform label noise filtering on the selected clients at the beginning of the $(t + 1)$-th communication round.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Test Accuracy</th>
<th>Standard Deviation</th>
<th>Best Test Accuracy</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau = 0.0$</td>
<td>$\rho = 0.4$</td>
<td>$\tau = 0.5$</td>
<td>$\rho = 0.6$</td>
</tr>
<tr>
<td>FedAvg</td>
<td>89.46±0.39</td>
<td>98.25±0.33</td>
<td>94.01±0.33</td>
<td>88.25±0.33</td>
</tr>
<tr>
<td>RoFL</td>
<td>94.15±0.18</td>
<td>88.25±0.33</td>
<td>94.01±0.33</td>
<td>88.25±0.33</td>
</tr>
<tr>
<td>ARFL</td>
<td>88.25±0.33</td>
<td>94.15±0.18</td>
<td>94.01±0.33</td>
<td>88.25±0.33</td>
</tr>
<tr>
<td>JointOpt</td>
<td>73.22±1.48</td>
<td>73.22±1.48</td>
<td>73.22±1.48</td>
<td>73.22±1.48</td>
</tr>
<tr>
<td>DivideMix</td>
<td>66.16±1.71</td>
<td>66.16±1.71</td>
<td>66.16±1.71</td>
<td>66.16±1.71</td>
</tr>
<tr>
<td>FedCorr</td>
<td>72.81±1.53</td>
<td>72.81±1.53</td>
<td>72.81±1.53</td>
<td>72.81±1.53</td>
</tr>
<tr>
<td>FedDiv (Ours)</td>
<td>94.42±0.29</td>
<td>94.30±0.19</td>
<td>93.67±0.22</td>
<td>93.41±0.21</td>
</tr>
</tbody>
</table>

Table 1: Best test accuracy (%) of FedDiv and existing SOTA methods on CIFAR-10 with IID setting at diverse noise levels.
Label noise filtering. In the \( t \)-th communication round, once the \( k \)-th client has received the parameters of the global model \( \theta^{(t)} \) and the federated filter model \( W^{(t)} \) from the server, the probability of a sample \( x \) from \( D_k \) being clean can be estimated through its posterior probability for the “clean” component as follows,

\[
p(\text{“clean”}|x, y; \theta^{(t)}) = P(z = 1|x, y; \theta^{(t)}).
\]

Afterwards, we can divide the samples of \( D_k \) into a clean subset \( D_k^{\text{clean}} \) and a noisy subset \( D_k^{\text{noisy}} \) by thresholding their probabilities of being clean with the threshold 0.5 as follows,

\[
D_k^{\text{clean}} \leftarrow \{(x, y) \mid p(\text{“clean”}|x, y; \theta^{(t)}) \geq 0.5, \forall (x, y) \in D_k\},
\]

\[
D_k^{\text{noisy}} \leftarrow \{(x, y) \mid p(\text{“clean”}|x, y; \theta^{(t)}) < 0.5, \forall (x, y) \in D_k\}.
\]

Noisy sample relabeling. We compute the noise level of the \( k \)-th client as \( \hat{\delta}_k = |D_k^{\text{noisy}}|/|D_k| \), while a client is considered a noisy one if \( \hat{\delta}_k > 0.1 \); and otherwise, a clean one. For an identified noisy client, we simply discard the given labels of noisy samples from \( D_k^{\text{noisy}} \) to prevent the model from memorizing label noise in further local training. In an effort to leverage these unlabeled (noisy) samples, we relabel those samples with high prediction confidence (by setting a confidence threshold \( \zeta \)) by assigning predicted labels from the global model as follows,

\[
D_k^{\text{relab}} \leftarrow \{(x, \hat{y}) \mid \max(p(x; \theta^{(t)})) \geq \zeta, \forall x \in D_k^{\text{noisy}}\},
\]

where \( \hat{y} = \hat{y}(x) = \arg \max p(x; \theta^{(t)}) \) is the pseudo-label for the sample \( x \) predicted by the global model \( \theta^{(t)} \).

Predictive Consistency Based Sampler

During the \( t \)-th round on client \( k \), upon obtaining the clean subset \( D_k^{\text{clean}} \) and the relabeled subset \( D_k^{\text{relab}} \), we integrate them into supervised local model training across \( T \) local epochs. However, the complete elimination of label noise among clients during noise filtering and relabeling is unattainable. On the other hand, relabeling inevitably introduces new label noise, causing instability in local model training, which further negatively affects the performance of the global model during aggregation. To tackle this, we propose a Predictive Consistency based Sampler (PCS) to reselect labeled samples for local training. Specifically, we observe enforcing the consistency of class labels respectively predicted by global and local models is a good strategy to achieve this goal. As training proceeds, the robustness of the model against label noise would be significantly increased (See below.), thus easily improving predictions’ reliability of the samples having new label noise.

In addition, due to data heterogeneity in federated settings, especially for non-IID data partitions, local training samples owned by individual clients often belong to a smaller set of dominant classes. Thus, samples of dominant classes with newly introduced label noise would be better self-corrected during local model training, gradually leading to inconsistent predictions w.r.t those of the global model. However, such class-unbalanced local data would also contribute to the cause of the local model bias towards the dominant classes (Wei et al. 2021), which makes it more difficult for the local model to produce correct pseudo-labels for the samples that belong to minority classes. The proposed PCS strategy mitigates model bias to improve the reliability of class labels produced by local models. Here, we can de-bias the model predictions by improving causality via counterfactual reasoning (Holland 1986; Pearl 2009; Wang et al. 2022), and therefore, the de-biased logit of a sample \( x \) from \( D_k^{\text{clean}} \) or \( D_k^{\text{relab}} \) is induced as follows,

\[
F(x) \leftarrow f(x; \hat{\theta}_k^{(t)}) - \xi \log(\hat{p}_k),
\]

where \( F(x) \) is the de-biased logit later used for generating the de-biased pseudo-label, i.e., \( \hat{y}(x) = \arg \max F(x) \), and \( \xi = 0.5 \) is a de-bias factor. \( f(x; \hat{\theta}_k^{(t)}) \) is the original logit for the sample \( x \) produced by the local model \( \hat{\theta}_k^{(t)} \), currently being optimized. \( \hat{p}_k \) represents the overall bias of the local model w.r.t all classes, which was previously updated according to Eq. (12) and cached on the \( k \)-th client during the last local training session.

Afterwards, PCS is used to re-select higher-quality and more reliable labeled training samples to perform local training as follows,

\[
D_k^{\text{sel}} \leftarrow \{(x, \hat{y}) \mid \hat{y}(x) = \hat{y}(x), \forall (x, y) \in D_k^{\text{clean}} \cup D_k^{\text{relab}}\}.
\]
Table 4: Best test accuracy (%) of FedDiv and existing SOTA methods on CIFAR-100 and Clothing1M under the non-IID data partitions.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-100</th>
<th>Clothing1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise level ($\rho, \tau$)</td>
<td>(0.4, 0.0)</td>
<td>-</td>
</tr>
<tr>
<td>Method $\langle \rho_D, \alpha_D \rangle$</td>
<td>(0.7, 10)</td>
<td>-</td>
</tr>
<tr>
<td>FedAvg</td>
<td>64.75±1.75</td>
<td>70.49</td>
</tr>
<tr>
<td>RoFL</td>
<td>59.31±4.14</td>
<td>70.39</td>
</tr>
<tr>
<td>ARFL</td>
<td>48.03±4.39</td>
<td>70.91</td>
</tr>
<tr>
<td>JointOpt</td>
<td>59.84±1.99</td>
<td>71.78</td>
</tr>
<tr>
<td>DivideMix</td>
<td>39.76±1.18</td>
<td>68.83</td>
</tr>
<tr>
<td>FedCorr</td>
<td>72.73±1.02</td>
<td>72.55</td>
</tr>
<tr>
<td>FedDiv (Ours)</td>
<td>74.47±0.34</td>
<td>72.96±0.43</td>
</tr>
</tbody>
</table>

Similar to (Xu et al. 2022), we update the training dataset for further optimizing the local model as follows,

$$\tilde{D}_k = \begin{cases} D_k^{\text{repl}}, & \text{if } \delta_k \geq 0.1, \\ D_k, & \text{if } \delta_k < 0.1. \end{cases}$$  \hfill (11)

Once having the optimized $\tilde{D}_k^{(i)}$ from a local training session, we use it to update $\tilde{p}_k$ with momentum as follows,

$$\tilde{p}_k^{(i)} \leftarrow m \tilde{p}_k + (1 - m) \frac{1}{|D_k|} \sum_{x \in \tilde{D}_k} p(x; \theta_k^{(i)}),$$  \hfill (12)

where $m = 0.2$ is a momentum coefficient. We save $\tilde{p}_k^{(i)}$ on the $k$-th client to update existing client-cached $\tilde{p}_k$.

**Objectives for Local Model Training**

To enhance the model’s robustness against label noise, we here use MixUp regularization (Zhang et al. 2018) for local model training, further undermining the instability of training. Specifically, two sample-label pairs ($x_i, y_i$) and ($x_j, y_j$) from $D_k$ are augmented using linear interpolation, $\bar{x} = \lambda x_i + (1 - \lambda) x_j$ and $\bar{y} = \lambda p_y(y_i) + (1 - \lambda) p_y(y_j)$, where $\lambda \sim \text{Beta}(\alpha)$ is a mixup ratio, $\alpha = 1$ is a scalar to control its distribution, and $p_y(\cdot)$ is a function to generate a one-hot vector for a given label. Hence, on the $k$-th client in the $t$-th communication round, the local model $\theta_k^{(i)}$ is trained with the cross-entropy loss applied to $B$ augmented samples in one mini-batch as follows,

$$L_{\text{mix}} = - \sum_{b=1}^{B} \bar{y}_b \log p(\bar{x}_b; \theta_k^{(i)}).$$  \hfill (13)

With the high heterogeneity of the non-IID data partitions, there could be only a limited number of categories on each client, and extensive experiments have shown that such a data partition forces a local model to predict the same class label to minimize the training loss. As in (Tanaka et al. 2018b; Araoz et al. 2019b), regularizing the average prediction of a local model over every mini-batch using a uniform prior distribution is a viable solution to overcome the above problem, i.e.,

$$L_{\text{reg}} = \sum_{c=1}^{C} \hat{q}_c \log \left( \frac{\hat{q}_c}{q^c} \right),$$  \hfill (14)

where $\hat{q}_c = 1/C$ denotes the prior probability of a class $c$. $q^c$ is the $c$-th element of the vector $q$, which refers to the predicted probability of the class $c$ averaged over $B$ augmented training samples in a mini-batch.

Finally, on the $k$-th client in the $t$-th communication round, the overall loss function for optimizing the local model is defined as follows,

$$L_{\text{final}} = L_{\text{mix}} + \eta L_{\text{reg}},$$  \hfill (15)

where $\eta$ is a weighting factor balancing $L_{\text{mix}}$ and $L_{\text{reg}}$. In the experiments, we set $\eta = 1$ when the data partition is non-IID; and otherwise, $\eta = 0$.

**Experiments**

**Experimental Setups**

To be fair, we here adopt the consistent experimental setups with FedCorr (Xu et al. 2022) to assess the efficacy of our proposed approach FedDiv. Further details, e.g., data partitions and additional implementations and analysis, are provided in the supplementary document (abbr. Supp).

**Datasets and data partitions.** We validate FedDiv’s superiority on three classic benchmark datasets, including two synthetic datasets namely CIFAR-10 (Krizhevsky 2009) and CIFAR-100 (Krizhevsky 2009), and one real-world noisy dataset, i.e., Clothing1M (Xiao et al. 2015). Like (Xu et al. 2022), we take both IID and non-IID data partitions into account on CIFAR-10 and CIFAR-100, but only consider non-IID data partitions on Clothing1M. Under the IID data partitions, each client is randomly assigned the same number of samples with respect to each class. For non-IID data partitions, it is constructed using a Dirichlet distribution (Lin et al. 2020) with two pre-defined parameters, namely the fixed probability $\rho$ and the concentration parameter $\alpha_D$.

**Label noise settings.** Similar to (Xu et al. 2022), the noise level for the $k$-th client can be defined as follows:

$$\delta_k = \begin{cases} u \sim U(\tau, 1), & \text{probability of } \rho, \\ 0, & \text{probability of } 1 - \rho. \end{cases}$$  \hfill (16)

Here, $\rho$ signifies the probability of a client being noisy. For a noisy client with $\delta_k \neq 0$, the noise level is initially sampled at random from the uniform distribution $u \sim U(\tau, 1)$, with $\tau$ being its lower bound. Subsequently, $\delta_k \cdot 100\%$ of local examples are randomly selected as noisy samples, with their ground-truth labels replaced by all possible class labels.

**Baselines.** We compare FedDiv with existing state-of-the-art (SOTA) F-LNL methods, including FedAvg (McMahan et al. 2017), RoFL (Yang et al. 2022b), ARFL (Yang et al. 2022b), JointOpt (Tanaka et al. 2018a), DivideMix (Li, Socher, and Hoi 2019), and FedCorr (Xu et al. 2022). Their experimental results reported in this paper are borrowed from (Xu et al. 2022).

**Implementations.** We set $\omega$ and $\mathcal{T}$ to 950, 900 and 100, and 0.1, 0.1 and 0.02 on CIFAR-10, CIFAR-100 and Clothing1M, respectively, while we also set the confidence threshold $\xi = 0.75$ for relabeling on all datasets. Note that, to enable faster convergence, we warm up local neural network...

models of each client for $T_{wu}$ iterations (not training rounds; see (Xu et al. 2022)) using MixUp regularization (Zhang et al. 2018). Additionally, to be fair, most of our implementation details involving both local training and model aggregation are consistent with FedCorr (Xu et al. 2022) for each dataset under all federated settings and all label noise settings.

**Model variants.** We build the variants of FedDiv to evaluate the effect of the proposed noise filter as follows.

- **FedDiv(Degraded):** Following (Zhu et al. 2022), we here degrade the proposed federated noise filter by constructing the global noise filter using only the local filter parameters received in the current round instead of those from all clients.
- **FedDiv(Local filter):** A local noise filter is trained for each client using its own private data to identify noisy labels within individual clients.

**Comparisons with State-of-the-Arts**

Tables 1-4 summarize classification performance of FedDiv against state-of-the-art (SOTA) F-LNL methods on CIFAR-10, CIFAR-100, and Clothing1M across various noise settings for both IID and non-IID data partitions. Comparison results, based on mean accuracy and standard deviation over five trials, demonstrate FedDiv’s significant superiority over existing F-LNL algorithms, especially in challenging cases. For instance, in IID data partitions, Table 3 illustrates FedDiv outperforming FedCorr on CIFAR-100 by 6.39% in the toughest noise setting with $(\rho, \tau) = (0.8, 0.5)$. Similarly, for non-IID partitions in Table 2, FedDiv consistently surpasses FedCorr by 3.74% in the most challenging setting $(\rho, \alpha_{Div}) = (0.3, 10)$ on CIFAR-10. Additionally, in Table 4, FedDiv exhibits a 0.41% improvement over FedCorr on Clothing1M, indicating its efficacy in real-world label noise distributions.

**Ablation Analysis**

To underscore the efficacy of FedDiv, we perform an ablation study to demonstrate the effect of each component.

**Evaluation of federated noise filtering.** To affirm the superiority of the proposed scheme for label noise filtering, we first compare FedDiv with our model variants **FedDiv(Local filter)** and **FedDiv(Degraded)**. As per Figure 3 and Table 5, the proposed noise filter exhibits a superior capacity of identifying label noise on both clean and noisy clients, leading to considerably improved classification performance in comparison to its two variants.

**Evaluation of relabeling and re-selection.** To assess the efficacy of the proposed strategies for noisy sample relabeling and labeled sample re-selection, we systematically remove their respective components from the FedDiv framework. The results depicted in Table 5 demonstrate a substantial decrease in accuracy across various noise settings for both types of data partitions. This indicates the importance of each individual component.

**Conclusions**

In this paper, we have presented FedDiv to handle the task of Federated Learning with Noisy Labels (F-LNL). It can effectively respond to the challenges in F-LNL tasks involving both data heterogeneity and noise heterogeneity while taking privacy concerns into account. On the basis of an FL framework, we first propose Federated Noise Filtering to separate clean samples from noisy ones on each client, thereby diminishing the instability during training. Then we perform relabeling to assign pseudo-labels to noisy samples with high predicted confidence. In addition, we introduce a Predictive Consistency based Sampler to identify credible local data for local model training, thus avoiding label noise memorization and further improving training stability. Experiments as well as comprehensive ablation analysis have revealed FedDiv’s superiority in handling F-LNL tasks.
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