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Abstract
Detecting human-object interactions (HOI) in a few-shot setting remains a challenge. Existing meta-learning methods struggle to extract representative features for classification due to the limited data, while existing few-shot HOI models rely on HOI text labels for classification. Moreover, some query images may display visual similarity to those outside their class, such as similar backgrounds between different HOI classes. This makes learning more challenging, especially with limited samples. Bongard-HOI epitomizes this HOI few-shot problem, making it the benchmark we focus on in this paper. In our proposed method, we introduce novel label-uncertain query augmentation techniques to enhance the diversity of the query inputs, aiming to distinguish the positive HOI class from the negative ones. As these augmented inputs may or may not have the same class label as the original inputs, their class label is unknown. Those belonging to a different class become hard samples due to their visual similarity to the original ones. Additionally, we introduce a novel pseudo-label generation technique that enables a mean teacher model to learn from the augmented label-uncertain inputs. We propose to augment the negative support set for the student model to enrich the semantic information, fostering diversity that challenges and enhances the student’s learning. Experimental results demonstrate that our method sets a new state-of-the-art (SOTA) performance by achieving 68.74% accuracy on the Bongard-HOI benchmark, a significant improvement over the existing SOTA of 66.59%. In our evaluation on HICO-FS, a more general few-shot recognition dataset, our method achieves 73.27% accuracy, outperforming the previous SOTA of 71.20% in the 5-way 5-shot task.

Introduction
Human-Object Interaction (HOI) detection plays a pivotal role in recognizing interactions between human-object pairs. However, a significant challenge arises when dealing with HOI classes that have limited labeled data, especially for novel or rare classes. The importance of few-shot HOI learning becomes even more pronounced when considering the extensive range of potential HOI classes. In response to this challenge, Bongard-HOI (Jiang et al. 2022) has been introduced as a new few-shot HOI benchmark, where given 6 positive and 6 negative support images in each task, it poses a question of whether a query image belongs to the positive or negative sets. The significance of the Bongard-HOI benchmark extends beyond its immediate application. Solving the challenges it presents holds the potential to address broader issues in few-shot HOI learning (Yuan et al. 2022; Ji et al. 2023) and, by extension, contribute to resolving the long-tail problem in general HOI detection (Zhong et al. 2020; Hou et al. 2021).

Existing meta-learning methods struggle to extract representative HOI features due to the limited data per class in each task. This challenge is heightened in the Bongard-HOI setting due to its hard negative design, where the positive and negative classes only disagree on action labels (Jiang et al. 2022). As a result, extracting quality object features alone is insufficient, causing existing methods to perform suboptimally, achieving only up to a 62.23% accuracy rate.

On the other hand, state-of-the-art HOI detection models have limitations in addressing small datasets or few-shot scenarios such as the Bongard-HOI setting. This is due to their requirement for a large amount of labeled data during the training process (Liu et al. 2022; Qu et al. 2022). Recent few-shot HOI methods require HOI class text labels, including the few-shot HOI transfer learning method (Yuan et al. 2022) and few-shot HOI recognition methods (Ji et al. 2020, 2023). However, Bongard-HOI demands a model to learn a novel HOI class solely from images, as no text is provided.

Figure 1: Illustration of a Bongard-HOI task: 3 out of 6 positive and negative support images are shown due to space limit. In comparison to three existing methods (Chen et al. 2021; Simon et al. 2020; Zou et al. 2021), only our method correctly predicts the query’s binary class.
Zero-shot HOI detection methods (Ning et al. 2023; Wu et al. 2023; Liao et al. 2022) can learn unseen HOI classes, but all the unseen HOI class text labels are pre-defined before inference and these methods still rely on the unseen HOI text labels as prior knowledge.

Within the 6 positive and 6 negative support images in Bongard-HOI, certain positive samples may exhibit a resemblance to negative ones, and vice versa. For instance, images might share similar backgrounds across different HOI classes. Consequently, training a model becomes particularly challenging, especially considering the limited total of 12 available samples for both positive and negative cases. Therefore, to distinguish the positive-class HOI from the negative with a few samples, we design novel label-uncertain augmentation methods that enhance the diversity of existing query data (i.e., background-blended data generation, and rotation augmentation). As a result, the labels of certain augmented samples change from their original assignments, which become hard samples because the augmented samples are still visually similar to the original ones.

Moreover, we introduce a novel pseudo-label generation technique that enables a mean teacher model to learn from the augmented label-uncertain queries. To strengthen the student model with respect to the teacher, we augment the negative support set for the student. The negative support images in the same HOI class are selected for augmentation to provide diverse semantic information. Such diversification can lower the query prediction confidence. When the student predicts queries with augmented negative support, the teacher, processing the original support, can provide accurate guidance.

Figure 1 presents a qualitative comparison between our approach and existing methods. In this case, the query is visually similar to the positive support class, as indicated by the shared blue ocean background. Conversely, the majority of negative support images feature a contrasting dark yellow beach backdrop. However, a closer look reveals that the individual in the query image is engaged in jumping on the surfboard rather than riding it. Therefore, the query should be categorized within the negative class. Unfortunately, all existing methods falsely predict the query as positive, affected possibly by the resemblance of the ocean background, while our method emerges as the sole solution capable of accurately classifying the query.

In summary, our contributions are as follows:

- We propose novel label-uncertain augmentation methods to enhance query diversity, facilitating effective learning of Bongard-HOI from a limited number of samples.
- We introduce a novel pseudo-label generation technique that enables the mean teacher model to learn from augmented label-uncertain queries in a few-shot setting.
- To enhance the student model’s strength compared to the teacher model, we design the negative support set for the student which can provide diverse semantic information and enhance the student learning.

Our method sets a new state-of-the-art with 68.74% accuracy on the Bongard-HOI benchmark, surpassing the previous 66.59% state-of-the-art performance. Additionally, on the HICO-FS dataset, we achieve new state-of-the-art results of 60.59% and 73.28% accuracy in 5-way 1-shot and 5-way 5-shot tasks, respectively, outperforming the existing state-of-the-art results of 58.79% and 71.20%. These results highlight our method’s superior performance in both specific Bongard-HOI benchmark and general few-shot HOI recognition contexts.

Related Work

Human-Object Interaction Detection Human-Object Interaction (HOI) detection is crucial for human-centric scene understanding (Zhang et al. 2022). However, general HOI detection models often require extensive training data to learn the semantic information for generalization (Gkioxari et al. 2018; Zhang, Campbell, and Gould 2021). Few-shot HOI recognition methods can learn from only a few training samples (Ji et al. 2023) but rely on HOI text labels in inference, so they face a challenge when applied to Bongard-HOI. RLIP, a few-shot transfer learning method, also makes use of text information for the few-sample HOI dataset fine-tuning (Yuan et al. 2022). The same problem exists in zero-shot HOI detection methods (Ning et al. 2023; Wu et al. 2023), which rely on the language information of unseen HOI class text labels in inference. In Bongard-HOI, however, the model is expected to learn new HOI classes purely based on image contexts. Recently, SCL can discover unknown HOI classes without the language priors (Hou, Yu, and Tao 2022). However, SCL needs to be re-trained in the whole training set once a new HOI class composed of an unseen object or action appears. Thus, it is inefficient for the Bongard-HOI problem because, in each test task, 12 additional support images will be given to the model for a new HOI class learning.

Few-Shot Classification Most few-shot classification approaches follow the meta-learning framework (Chen et al. 2021). The meta-learning methods can be categorized into two approaches. Optimization-based methods (Lee et al. 2019; Nichol, Achiam, and Schulman 2018; Chavan et al. 2022) explore one model that can adapt well to novel tasks by fine-tuning part of it in test time. Typical methods such as MAML (Finn, Abbeel, and Levine 2017) and ANIL (Raghlu et al. 2019) aim to learn a good parameter initialization that helps the model easily to be fine-tuned in test time. Metric-based methods (Zhu and Koniusz 2022; Yang, Liu, and Xu 2021) learn feature representations with a metric. ProtoNet, a classical metric-based few-shot learning, calculates the average feature of each class’s support set and then the query can be classified with the class-wise metric (Snell, Swersky, and Zemel 2017). Recently, DSN has been proposed (Simon et al. 2020). It spans one subspace for each class in the support set and the query is projected to each subspace to make the final classification. Although the classical few-shot methods aim to learn from a few samples, they fail to extract representative features, especially in Bongard-HOI, where the model needs to distinguish positive and negative classes that only differ in actions.

Bongard-HOI Problem Jiang et al. propose the Bongard-HOI problem and two lines of solutions, meta-learning...
and HOI detection methods (Jiang et al. 2022). The meta-learning methods have difficulty extracting representative features and thus the highest average accuracy among the meta-learning results achieves up to 58.30%. HOITrans acts as an oracle model because it is trained on the HICODET dataset (Chao et al. 2018) and has seen most HOI classes in the Bongard-HOI test sets. (Zou et al. 2021). However, its performance is still merely 62.46%. TPT (Shu et al. 2022) applies prompt learning to the Bongard-HOI problem with the benefit of the pre-trained CLIP model (Radford et al. 2021). Different from the existing methods, we aim to solve it by learning from augmented label-uncertain data.

**Proposed Method**

**Problem Formulation**  In one Bongard-HOI task $T$, a positive support set $P = \{p^1, p^2, \ldots, p^b\}$ and a negative support set $N = \{n^1, n^2, \ldots, n^a\}$ are given. The model needs to learn one human-object interaction (HOI) class $C$, which is composed of one action $C_a$ and one object $C_o$. Thus, one Bongard-HOI task belongs to the 2-way 6-shot few-shot problem. All the positive images contain the HOI class $C$, while all the negative images contain the same object $C_o$, but exclude the action $C_a$. This is the hard negative design in Bongard-HOI (Jiang et al. 2022). In testing, a model needs to classify a set of queries $Q$.

**Label-Uncertain Query Augmentation**

Existing augmentation techniques aim to diversify the input image while preserving the label (Cubuk et al. 2020; Suzuki 2022; Lin et al. 2023). In HOI detection, only a limited number of augmentation techniques are used to ensure that the labels are preserved, such as color jittering and horizontal flips (Zou et al. 2021; Liao et al. 2022). Some HOI methods explore the generation of diverse features for unseen HOI classes (Hou et al. 2020, 2021); however, all of them prioritize maintaining unchanged labels. In practice, when augmentation output enhances data diversity or closely mirrors real-world scenarios, it can still contribute to the model’s learning process even if the original input label is not retained. This utilization of unlabeled data can yield benefits. By eliminating the constraint of label preservation, a wider array of augmentation possibilities becomes accessible. This expansion permits the generation of queries that resemble data from other classes in Bongard-HOI. As a result, we introduce two separate techniques for query augmentation in the following paragraphs.

**Augmentation 1: Background-Blended Query**  The first augmentation method is applied to both positive and negative classes in Bongard-HOI, and we take the positive background and negative foreground query generation for example, as illustrated in the New Query Generation (NQG) module of Figure 2. In essence, to render background-blended hard samples for the negative class, we use the backgrounds from the representative positive samples as indicated by CLIP matching scores. We let all the positive support images go through the pre-trained CLIP image encoder to get the image features $\{f_{p_1}, f_{p_2}, \ldots, f_{p_b}\}$, while the text prompt for the positive class (i.e. a person riding a motorcycle.) goes through the CLIP text encoder and gets the text feature $f_{ct}$. By matching the text feature with image features, we select the sample $p^{ind}$ with the highest matching score.

$$\text{ind} = \arg\max_i (\text{sim}(f_{ct}, f_{p_i})), i = 1, 2, \ldots, 6,$$  \(1\)

where $\text{sim}$ denotes the cosine similarity. The selected image, with the person(s) masked out, serves as the visual input for the Unicontrol model (Qin et al. 2023), and the HOI text label of the negative class is used as the text input (i.e., a
person sitting on the motorcycle in Figure 2. If the negative class contains multiple HOI classes, we randomly select one out of them. The Unicontrol model generates outputs by inpainting the masked visual input based on the selected HOI classes as text input.

**Augmentation 2: Rotation** The second method is to rotate the original query image. The rotation degree varies from 30° to 90°. Rotation can change the relative spatial information between the human and the object. For example, a photo of a person standing under an umbrella can be changed after 90° rotation and it can be more similar to a person lying beside an umbrella. Therefore, the original image and the augmented image might exhibit significant visual similarity, but the augmented label is no longer the same as the original HOI one. It is true that in some cases, a rotated image will keep the original label, such as a photo of a person reading a book. In this case, the rotated image can also diversify the original data. For example, the semantic information of a person sitting and reading a book can be expanded after rotation, which becomes closer to a person lying and reading a book. To evaluate the probability of label changes resulting from rotation augmentation, we conducted a statistical analysis on a random sample of 200 images, and the obtained result shows that approximately 12.5% of the augmented samples exhibit label changes.

**Label-Uncertainty** The lack of label preservation in the augmented images is noticeable not only in rotation augmentation but also in the background-blended query augmentation. We cannot expect that all the generated images will be adequately representative of the text prompt. For instance, an image generated with a “squeezed orange” HOI class might not depict a conventional squeezing action, as it might belong to the “holding orange” class.

To understand the lack of label preservation, or we call label-uncertainty, within the background-blended augmentation, we randomly selected 200 generated images. Our observation indicates that around 72.5% of these images shifted to a different HOI class, thereby transforming them into challenging instances. This label-uncertainty implies a deficiency of labels for the newly generated or augmented samples. To tackle this concern, we introduce a novel technique for generating pseudo-labels for these new samples (i.e., the new query set $Q_{aug}$), which is discussed in the subsequent section.

In Figure 3, we compare our label-uncertain augmentation with the occlusion augmentation, which is label-preserved using t-SNE visualization. Specifically, we use a mask to partially occlude the human, whose area is $\frac{1}{16}$ of the human area in the image. The pre-trained DNS model (Simon et al. 2020) is used to generate features. The t-SNE visualization reveals that the original dataset exhibits a noticeable gap between different classes. This gap persists even with the occlusion-augmented data, while our method effectively fills this gap. Therefore, our augmentation can generate more diverse data, which facilitates a model to learn a more accurate classification boundary.

<table>
<thead>
<tr>
<th>Original training data</th>
<th>Occlusion augmented data</th>
<th>Ours augmented data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ride</td>
<td>Aug. ride</td>
<td>Aug. jump</td>
</tr>
<tr>
<td>Sit on</td>
<td>Aug. sit on</td>
<td></td>
</tr>
<tr>
<td>Jump</td>
<td>Aug. jump</td>
<td></td>
</tr>
<tr>
<td>Jump</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: t-SNE visualization for the training dataset. The left image is the original training dataset. The middle one is the occlusion-augmented (label-preserved) dataset. The right one is our augmented dataset. Three classes are chosen for visualization “ride motorcycle”, “jump motorcycle” and “sit on motorcycle”.

**Negative Support Set and Its Augmentations in Mean Teacher’s Learning**

In the Mean Teacher framework (Tarvainen and Valpola 2017), typically, the student is subjected to more demanding augmentations compared to the teacher (Islam et al. 2021; Kennerley et al. 2023), to facilitate the student’s enhanced learning and progression beyond the current teacher’s performance. However, in HOI settings, the requirement to preserve labels constrains the potential augmentations. Moreover, most existing HOI detection methods only employ basic augmentations, such as color jittering or horizontal flip (Zou et al. 2021; Liu et al. 2022; Tamura, Ohashi, and Yoshinaga 2021). Motivated by this, instead of augmenting the query input, we propose augmenting the negative support set. Enhancing the negative support set enriches semantic information, fostering diversity to challenge and improve the student learning. Simultaneously, the teacher, processing the corresponding original support, provides accurate guidance to the student.

We use 90° rotation transformation for augmenting the selected negative support images. Despite its potential to enhance dataset diversity, the rotation augmentation applied to a negative support image carries a 12.5% chance of altering the original HOI label. However, the negative class can encompass various HOI actions, excluding the query’s action class ($C_q$). In the context of Bongard-HOI, there are on average 6 related actions for each object, translating to 6 HOI classes in the negative support set. Consequently, the estimated likelihood that a rotated negative support image will belong to the positive class $C_a$ is low, approximately $12.5\% \times \frac{1}{6} = 2.1\%$, which can be considered a noisy label. Hence, the 90° rotation is well-suited for negative support augmentation.

Knowing that rotation is suitable for negative support augmentation, it’s crucial to carefully select the appropriate samples from the negative support set for augmentation. When samples share the same HOI label in the negative support set, we randomly select one to remain unchanged and augment the rest to enhance semantic information. For instance, consider the scenario where $n^1, n^2, n^3$ belong to the same HOI class, while $n^4, n^5, n^6$ belong to three distinct HOI classes. We randomly choose two images from...
n^1, n^2, n^4 for 90° rotation augmentation and leave one image unchanged. As a result, the student’s negative support set can be comprised of n_{aug}^1, n_{aug}^2, n^3, n^5, n^b, while the teacher’s negative support remains the same as the original set. Based on our experiments, our designed negative support set has a closer clustering center to the positive one than that of the original one. The L_2 distance reduces from 5.35 ± 2.13 to 4.86 ± 1.97.

**The Overall Training**

We combine supervised learning for the original queries and unsupervised learning for the newly generated queries together in training.

**Supervised Loss** As for the supervised loss L_{sup}, it contains three parts, cross-entropy loss L_{ce}, contrastive loss L_{cts}, and auxiliary loss L_{aug}:

\[
L_{sup} = L_{ce} + \gamma L_{cts} + \xi L_{aux},
\]

where \(\gamma\) and \(\xi\) are the hyper-parameters of loss weights. The cross-entropy loss is defined as:

\[
L_{ce} = -\frac{1}{|Q|} \sum_{q \in Q} y_q \log(\text{softmax}(p_q)),
\]

where \(p_q\) is the output of the classifier for the query image \(q\) and \(y_q\) is the related ground-truth label. The second term of \(L_{sup}\) is a contrastive loss and we employ a supervised contrastive learning loss to our pipeline for each task. Setting \(f_t\) as the feature encoding for image \(i\), the contrastive loss function is expressed as:

\[
L_{cts} = \sum_{i \in T} \|X(i) - \sum_{x \in X(i)} \frac{\exp(f_t \cdot f_x / \tau)}{\sum_{a \in T} \exp(f_t \cdot f_a / \tau)}\|
\]

where \(\tau\) is the temperature parameter. \(T\) indicates a Bongard-HOI task with 12 support images and 2 query images, \(T = P \cup N \cup Q\). \(X(i) = \{x \in T : y_x = y_i\}\). Because it is used in the training process, the label of each image in \(T\) is known.

Since we choose DSN as our few-shot classifier to build subspaces for each class, we add an auxiliary loss to encourage the maximum distance between class subspaces (Simon et al. 2020):

\[
L_{aux} = \|S^P_T S^N_N\|^2,
\]

where \(S^P\) is the basis of the positive subspace and \(S^N\) represents that of the negative subspace.

**Unsupervised Loss** For the unsupervised loss \(L_{unsup}\), it is composed of the soft cross-entropy loss:

\[
L_{ce,soft} = -\frac{1}{|Q_{aug}|} \sum_{q_{aug} \in Q_{aug}} p^{*}_{q_{aug}} \log(p_{q_{aug}}),
\]

where \(p^{*}_{q_{aug}}\) is the teacher model classifier output for the new query \(q_{aug}\), and \(p_{q_{aug}}\) is the student classifier output for \(q_{aug}\).

**Total Loss** The supervised loss \(L_{sup}\) and unsupervised loss \(L_{unsup}\) are added with designed weights \(\alpha\) and \(\beta\):

\[
L = \alpha \cdot L_{sup} + \beta \cdot L_{unsup},
\]

where \(\alpha = \frac{1}{1 + \exp n/N - \beta}, \beta = \frac{\lambda}{1 + \exp -n/N - b}\).

Moreover, the new query generation and the mean teacher framework are only used in training, so in testing the student model will predict the query data directly based on the support images to ensure its testing efficiency.

**Experimental Results**

**Dataset** We conduct our experiments on the Bongard-HOI benchmark (Jiang et al. 2022). The training set of Bongard-HOI has 23041 instances and 116 positive HOI classes. Each instance contains 14 images, including 6 positive, 6 negative, and 2 query images. We use the average prediction accuracy as the metric, following the Bongard-HOI benchmark. Evaluation is performed on four different test sets, which are designed to measure different types of generalization, depending on whether the action or object classes are seen in the training set or not (Jiang et al. 2022). For the seen-object seen-action test set, the positive HOI classes are either the same as training HOI classes or a new combination of seen object and seen action. For the other three types, all positive HOI classes are unseen in the training set. In total, there are 91 novel positive classes in the entire test set.

**Baselines** We compare five representative existing methods in the quantitative evaluations: ANIL (Raghu et al. 2019), Meta-baseline (Chen et al. 2021), DSN (Simon et al. 2020), HOITrans (Zou et al. 2021) and TPT (Shu et al. 2022). Given that the baselines, except for TPT, were not originally tailored for the Bongard-HOI problem, we use the revised versions as reported in the Bongard-HOI benchmark (Jiang et al. 2022). Regarding the meta-learning baselines (ANIL (Raghu et al. 2019), Meta-baseline (Chen et al. 2021), DSN (Simon et al. 2020)), Jiang et al. design an image encoder consisting of a ResNet50 backbone and an object relation feature extraction. In the subsequent discussion, we refer to this as the Benchmark encoder. For the DSN baseline (Simon et al. 2020), we also report the results of the original DSN model that uses a ResNet12 image encoder. The HOITrans baseline is referred to as an oracle model by Jiang et al. (Zou et al. 2021) since it is trained on the HICO-DET dataset (Chao et al. 2018) and has seen most HOI classes in the Bongard-HOI test set. Hence, the HOITrans baseline can be directly used for HOI classification on queries for each individual test task without any extra fine-tuning. TPT (Shu et al. 2022) is a recent test-time prompt learning method, which achieves the new state of the art on the Bongard-HOI benchmark.

**Implementation Details** As for the image encoder, we add the DEKR model (Geng et al. 2021) on top of the Benchmark encoder to detect the human region separately. Please
The loss weights in Equation 2 are set as decay of $5 \times 10^{-4}$. The hyper-parameter with batch size 4 and total training epoch 5. The optimizer is standard SGD with a learning rate of 0.001 and weight decay of $5 \times 10^{-4}$. The hyper-parameter $\lambda = 0.2$ in Equation 8. The loss weights in Equation 2 are set as $\gamma = 0.3$, $\xi = 0.03$. We choose the teacher confidence score threshold as 0.9.

**Quantitative Evaluations**

The main quantitative results are shown in Table 1 in terms of the query classification accuracies among all the test sets. We can see our method outperforms all existing methods by a large margin either using the Benchmark encoder or our own encoder. For ANIL, Meta-baseline, and HOITrans results, we directly borrow the results from the Bongard-HOI benchmark (Jiang et al. 2022). Specifically, comparing our results with the original DSN results using the ResNet12 image encoder, we have improved 6.51% average accuracy. Our improvement is more significant when considering other results of few-shot methods like ANIL and Meta-baseline. It shows that our method can better solve the few-sample problem in Bongard-HOI. We also provide the result of the DSN model with our encoder and our method can surpass it by 5.43% accuracy, which illustrates the effectiveness of our label-uncertain query learning. Our result also surpasses the accuracy of HOITrans, even though the HOITrans model is trained on the HICO-DET dataset (Chao et al. 2018) and has seen most HOI classes in all test sets. TPT is based on the pre-trained CLIP model (Radford et al. 2021), which constructs a unified space with visual and text embeddings. Thus, TPT serves as a competitive baseline, exhibiting the highest average accuracy among all existing methods. Nevertheless, our method outperforms TPT with an increased average accuracy of 2.15%.

**Ablation Studies**

We provide the ablation study for the new query generation in Table 2, where we also compare our methods with NDA (Sinha et al. 2021). NDA proposes a set of negative augmentation methods that can generate images with similar local features but a different label from the input. However, their difference from ours is that they aim to destroy the global features of the original input and generate unrealistic images. Because all their augmented outputs are label-changed and belong to the negative class in the Bongard-HOI task, it may lead to an imbalance problem where a larger number of queries belong to the negative class. As our augmented queries are relatively class-balanced, for a fair comparison with NDA, we apply the label-preserved occlu-

<table>
<thead>
<tr>
<th>Method</th>
<th>Image encoder</th>
<th>Test set</th>
<th>SOSA</th>
<th>SOUA</th>
<th>UOSA</th>
<th>UOUA</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOITrans (2021)</td>
<td>Transformer</td>
<td>Benchmark encoder</td>
<td>59.50</td>
<td>64.38</td>
<td>63.10</td>
<td>62.87</td>
<td>62.46</td>
</tr>
<tr>
<td>TPT (2022)</td>
<td>ResNet50</td>
<td>Benchmark encoder</td>
<td>66.39</td>
<td>68.50</td>
<td>65.98</td>
<td>65.48</td>
<td>66.39</td>
</tr>
<tr>
<td>ANIL (2019)</td>
<td>Benchmark encoder</td>
<td>Benchmark encoder</td>
<td>50.18</td>
<td>50.13</td>
<td>49.81</td>
<td>48.83</td>
<td>49.74</td>
</tr>
<tr>
<td>Meta-baseline (2021)</td>
<td>Benchmark encoder</td>
<td>Benchmark encoder</td>
<td>56.45</td>
<td>56.02</td>
<td>55.60</td>
<td>55.21</td>
<td>56.45</td>
</tr>
<tr>
<td>Ours</td>
<td>Benchmark encoder</td>
<td>Our encoder</td>
<td>63.27</td>
<td>65.38</td>
<td>60.81</td>
<td>61.51</td>
<td>62.74</td>
</tr>
<tr>
<td></td>
<td>Our encoder</td>
<td></td>
<td>62.82</td>
<td>64.37</td>
<td>61.27</td>
<td>64.79</td>
<td>63.31</td>
</tr>
</tbody>
</table>

Ours DSN

We use t-SNE visualization to show our qualitative results and choose images from two HOI classes for example, “sit on couch” and “lie on couch” in the unseen-object seen-action test set. They are two similar actions and are difficult to be classified. As shown in Figure 4, the DSN model cannot distinguish the “sit on couch” and “lie on couch”, since samples from different classes are mixed together. However, ours can separate the samples of the two HOI classes well thanks to our label-uncertain query augmentation and the novel pseudo-label generation approach.

**Qualitative Evaluations**

We use t-SNE visualization to show our qualitative results and choose images from two HOI classes for example, “sit on couch” and “lie on couch” in the unseen-object seen-action test set. They are two similar actions and are difficult to be classified. As shown in Figure 4, the DSN model cannot distinguish the “sit on couch” and “lie on couch”, since samples from different classes are mixed together. However, ours can separate the samples of the two HOI classes well thanks to our label-uncertain query augmentation and the novel pseudo-label generation approach.

Table 1: The quantitative comparison on the Bongard-HOI benchmark. Benchmark encoder refers to the encoder composed of ResNet50 and object relation feature extraction (Jiang et al. 2022), “SOSA”, “SOUA”, “UOSA”, and “UOUA” stand for the test set of seen-object seen-action, seen-object unseen-action, unseen-object seen-action, and unseen-object unseen-action. The evaluation metric is classification accuracy. Bold indicates the best performance, and underline represents the second best.

Figure 4: t-SNE visualization for our model (left) and the DSN model (right). We choose two HOI classes “sit on couch”, and “lie on couch” for example.
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<table>
<thead>
<tr>
<th>NDA (Sinha et al. 2021)</th>
<th>Our Rotated Queries</th>
<th>Our Background Blended Query</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>×</td>
<td>×</td>
<td>×</td>
<td>SADG-Net (2023)</td>
</tr>
<tr>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>LGM-Net (2019)</td>
</tr>
<tr>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>Relation-Net (2018)</td>
</tr>
<tr>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>Matching-Net (2016)</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Meta-baseline* (2021)</td>
</tr>
<tr>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>Meta-baseline + Ours*</td>
</tr>
</tbody>
</table>

Table 2: Ablation study of the new query generation on the Bongard-HOI benchmark, including comparison with the existing augmentation method NDA (Sinha et al. 2021). “SOSA”, “SOUA”, “UOSA”, and “UOUA” stand for the test set of seen-object seen-action, seen-object unseen-action, unseen-object seen-action, and unseen-object unseen-action.

<table>
<thead>
<tr>
<th>Method</th>
<th>5-way 1-shot</th>
<th>5-way 5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching-Net (2016)</td>
<td>32.14 ± 1.62</td>
<td>44.87 ± 1.74</td>
</tr>
<tr>
<td>ProtoNet (2017)</td>
<td>32.56 ± 1.59</td>
<td>42.49 ± 1.75</td>
</tr>
<tr>
<td>Relation-Net (2018)</td>
<td>33.20 ± 1.68</td>
<td>46.15 ± 1.81</td>
</tr>
<tr>
<td>LGM-Net (2019)</td>
<td>35.14 ± 1.64</td>
<td>53.67 ± 1.88</td>
</tr>
<tr>
<td>SADG-Net (2023)</td>
<td>39.01 ± 1.70</td>
<td>59.05 ± 1.86</td>
</tr>
<tr>
<td>Meta-baseline* (2021)</td>
<td>58.79 ± 0.22</td>
<td>71.20 ± 0.21</td>
</tr>
<tr>
<td>Meta-baseline + Ours*</td>
<td><strong>60.59 ± 0.22</strong></td>
<td><strong>73.28 ± 0.20</strong></td>
</tr>
</tbody>
</table>

Table 4: Quantitative comparison on the HICO-FS dataset. All methods use ResNet18 as the backbone. * indicates the backbone is pre-trained on ImageNet.

We have proposed label-uncertain query augmentations to learn a new positive-class HOI from a few samples effectively and evaluated on the Bongard-HOI benchmark. Not only can it help to diversify query data, but also some augmented data have different HOI labels from the original samples. The augmented samples are hard samples because they are visually similar to the original ones, given the original labels are not always preserved. Moreover, we introduce a novel pseudo-label generation approach that adapts the mean teacher model to the few-shot setting for the augmented label-uncertain queries. To make the student model stronger than the teacher, we design the negative support set for the student, which enriches the semantic information and enhances the student’s learning. In this case, the student can learn from the more confident prediction from the teacher. Finally, our approach establishes a new state-of-the-art performance on the Bongard-HOI and HICO-FS benchmarks.

Conclusion

We have proposed label-uncertain query augmentations to learn a new positive-class HOI from a few samples effectively and evaluated on the Bongard-HOI benchmark. Not only can it help to diversify query data, but also some augmented data have different HOI labels from the original samples. The augmented samples are hard samples because they are visually similar to the original ones, given the original labels are not always preserved. Moreover, we introduce a novel pseudo-label generation approach that adapts the mean teacher model to the few-shot setting for the augmented label-uncertain queries. To make the student model stronger than the teacher, we design the negative support set for the student, which enriches the semantic information and enhances the student’s learning. In this case, the student can learn from the more confident prediction from the teacher. Finally, our approach establishes a new state-of-the-art performance on the Bongard-HOI and HICO-FS benchmarks.
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