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Abstract

In the weakly supervised temporal video grounding study,
previous methods use predetermined single Gaussian propos-
als which lack the ability to express diverse events described
by the sentence query. To enhance the expression ability of
a proposal, we propose a Gaussian mixture proposal (GMP)
that can depict arbitrary shapes by learning importance, cen-
troid, and range of every Gaussian in the mixture. In learn-
ing GMP, each Gaussian is not trained in a feature space but
is implemented over a temporal location. Thus the conven-
tional feature-based learning for Gaussian mixture model is
not valid for our case. In our special setting, to learn mod-
erately coupled Gaussian mixture capturing diverse events,
we newly propose a pull-push learning scheme using pulling
and pushing losses, each of which plays an opposite role to
the other. The effects of components in our scheme are ver-
ified in-depth with extensive ablation studies and the over-
all scheme achieves state-of-the-art performance. Our code is
available at https://github.com/sunoh-kim/pps.

1 Introduction

Temporal video grounding is a challenging task in com-
puter vision, where the goal is to find the temporal loca-
tion of starting and ending points described by a sentence
query in an untrimmed video. The task has potential for ap-
plications such as video understanding (Carreira and Zis-
serman 2017), video summarization (Ma et al. 2002), and
video retrieval (Dong et al. 2019), because it can automat-
ically extract temporal video locations of interest described
by given sentences. For temporal video grounding, a fully
supervised approach has made remarkable progress (Kim,
Yun, and Choi 2021; Kim et al. 2022; Gao et al. 2017) but
require manual annotations of temporal locations for every
video-sentence pair. These manual annotations are usually
labor-intensive and noisy due to the subjectivity of anno-
tators, which limits their scalability to real-world scenarios
and makes trained models biased (Yuan et al. 2021; Zhou
et al. 2021).

To overcome the limitation, a weakly supervised approach
has been proposed to solve the temporal video grounding
problem, where only video-sentence pairs are required for
training. Some existing methods (Huang et al. 2021; Lin
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Figure 1: Weakly supervised temporal video grounding. (a)
Previous methods use sliding windows (left) or a single
Gaussian proposal (right), which has a predetermined shape.
(b) The proposed method generates a Gaussian mixture pro-
posal trained to be moderately coupled with a pull-push
learning scheme to capture diverse query-relevant events.

et al. 2020; Mithun, Paul, and Roy-Chowdhury 2019; Tan
et al. 2021; Wang et al. 2021; Zhang et al. 2020b) use a slid-
ing window strategy to generate proposals for a temporal lo-
cation but use a lot of pre-defined proposals, which require
heavy computation. To reduce the required number of pro-
posals, (Zheng et al. 2022a,b) generate learnable Gaussian
proposals. However, these single Gaussian proposals with
a peak at its center lack the expression ability for diverse
query-relevant events in a video.

To enhance the expression ability, we propose a Gaussian
mixture proposal (GMP) that can depict arbitrary shapes by
learning importance, centroid, and range of every Gaussian
in the mixture. Since our GMP is implemented over a tempo-
ral location, conventional feature-based learning for Gaus-
sian mixture model (Zong et al. 2018; Lee et al. 2018) is not
applicable to our approach. In our special setting, our goal is
to train the GMP to capture a temporal location semantically
relevant to a sentence query that includes diverse events cou-
pled moderately. In Fig. 1, for instance, one sentence query
includes two semantic events coupled by “A man yells to
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them on the side” and “They continue dancing”.

To capture the coupled events in a query, we propose
a Pull-Push Scheme (PPS) to learn a GMP whose Gaus-
sians are moderately coupled. Specifically, we first define a
GMP with learnable parameters: importance, centroid, and
range of every Gaussian in the mixture. To learn the im-
portance, we propose an importance weighting strategy that
represents importance levels of each Gaussian mask for a
query-relevant location. To generate the GMP that repre-
sents a query-relevant location, our PPS is trained to recon-
struct the sentence query from the proposal. In our scheme,
the Gaussians in one GMP should be located near a query-
relevant temporal location, but should not be overlapped too
much with others to represent diverse events. To this end, our
scheme leverages a pulling loss and a pushing loss, each of
which plays an opposite role to the other to produce moder-
ately coupled Gaussians. The pulling loss lets the Gaussians
stay close to each other by pulling the Gaussian centroids to-
gether. The pushing loss prevents the Gaussians from over-
lapping too much with the others by forcing the Gaussians
to be less overlapped.

We verity that our scheme generates high-quality propos-
als that significantly improve recall rates on the Charades-
STA (Gao et al. 2017) and ActivityNet Captions (Krishna
et al. 2017) datasets. We also demonstrate the effectiveness
of each component in our scheme with extensive ablation
studies. In summary, our contributions are as follows.

* We generate a Gaussian mixture proposal that represents
a query-relevant temporal location by learning impor-
tance, centroid, and range of every Gaussian to enhance
the expression ability of the proposal.

e We propose a pull-push learning scheme that uses a
pulling loss and a pushing loss, each of which plays an
opposite role to the other to capture diverse events.

* The proposed components are verified in-depth with ex-
tensive ablation studies and the overall scheme achieves
state-of-the-art performance.

2 Related Work
Weakly Supervised Temporal Video Grounding

Sliding window-based methods (Huang et al. 2021; Tan
et al. 2021; Mithun, Paul, and Roy-Chowdhury 2019; Wang
et al. 2021; Zhang et al. 2020b) generate proposals through
the sliding window strategy and select the most proba-
ble proposal. (Tan et al. 2021) proposes a multi-level co-
attention model to learn visual-semantic representations.
(Huang et al. 2021) uses relations between sentences to un-
derstand cross-moment relations in videos. However, slid-
ing window-based methods make a lot of proposals with
a predefined length and use Non-Maximum Suppression
(NMS) (Neubeck and Van Gool 2006) to reduce redundant
proposals. This process requires a large amount of compu-
tation. The proposed method generates learnable Gaussian
mixture proposals without using the sliding window.

Reconstruction-based methods (Lin et al. 2020; Zheng
et al. 2022a,b; Song et al. 2020; Cao et al. 2023) assume that
well-generated proposals can reconstruct a sentence query
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from a randomly hidden sentence query. Early works (Lin
et al. 2020; Song et al. 2020) aggregate contextual infor-
mation of video-sentence pairs to score proposals sampled
at different scales. However, these methods need to se-
lect one proposal from a large set of proposals, which re-
quires heavy computation costs. To solve this problem, other
reconstruction-based methods (Zheng et al. 2022a,b) pro-
pose a learnable Gaussian proposal for a small set of propos-
als. (Cao et al. 2023) iteratively refines proposal confidence
scores to prevent the grounding results from being biased.
Unlike the previous methods, our goal is to enhance the ex-
pression ability of proposals, hence we generate Gaussian
mixture proposals that can effectively represent an arbitrary
shape.

Gaussian-based Approach

Gaussians have been studied in various tasks (Zong et al.
2018; Lee et al. 2018; Zheng et al. 2022a,b). For weakly-
supervised temporal video grounding, (Zheng et al. 2022a,b)
use a learnable single Gaussian proposal. However, a single
Gaussian is a pre-determined shape with a high value at its
center, which is not suitable for expressing diverse query-
relevant events. To effectively represent the diverse events,
we propose a Gaussian mixture proposal by learning impor-
tance, centroid, and range of every Gaussian in the mixture.
In other tasks, there have been various methods that train
Gaussian mixture model in a feature space (Zong et al. 2018;
Lee et al. 2018). Unlike these methods, we generate Gaus-
sian mixture proposals that are implemented over a tempo-
ral location. To represent a query-relevant temporal location
that has diverse events, we propose a pull-push scheme to
learn the moderately coupled Gaussian mixture.

3 Proposed Method

The overall scheme of the proposed method is depicted
in Fig. 2. We generate a new proposal model using multi-
ple learnable Gaussian masks from a video feature V and
a query feature Q. Here, each mask in a video plays a role
in focusing on a specific video event and suppressing the
rest. We use a mixture model consisting of multiple Gaus-
sian masks to produce proposals. Each positive proposal is
called Gaussian mixture proposal (GMP). To generate K
GMPs (P,,), we propose an importance weighting strategy
to represent importance levels of each Gaussian mask for a
query-relevant location. For the importance weighting strat-
egy, the importance-based reconstructor receives the gener-
ated Gaussian masks and estimates the importance weights
of the Gaussian masks for the mixture. Then, the GMP
is obtained via attentive pooling with the Gaussian masks
and importance weights. To capture diverse query-relevant
events, we propose a pull-push learning scheme, where the
Gaussian masks are trained by pulling loss and pushing
loss. The pulling loss £,,;; makes the masks in a GMP be
densely overlapped, whereas the pushing loss Ly,s; makes
the masks in a GMP be less overlapped. Each of K easy neg-
ative proposals (P.,) is also composed of multiple Gaus-
sian masks to capture diversely-shaped confusing locations
within the given video. Unlike the positive proposal, the
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Figure 2: The overall scheme of the proposed method. The Gaussian mixture proposal generator produces multiple Gaussian
masks from the features representing both the video and sentence query. For the positive proposals, we define a Gaussian
mixture proposal, where multiple Gaussian masks are combined via attentive pooling using the importance weights from the
importance-based reconstructor. Further, to generate moderately coupled masks in the mixture proposal, we propose the pull-
push learning scheme using £, z:;zgr,g, and E;fo{ . The importance-based reconstructor leverages the proposals to produce
the reconstructed query from the hidden query.

easy negative proposal does not use importance weights be- We use a transformer (Vaswani et al. 2017) to aggregate
cause the importance weights only represent query-relevant the information of V and Q by G = f, d(\Af7 f1e(Q))
¥evels, which is only needed for ppsﬂwe prpposals. The (81,82, ’gT7gds]T e R(T+Dxde  where the trans-
importance-based reconstructor receives positive proposals
from the Gaussian mixture proposal generator and recon-
structs the sentence query from a randomly hidden query.

former uses Q as an input to the transformer encoder fy.(-)
and both V and f;.(Q) as inputs to the transformer de-
coder fi4(-), and d¢ is the dimension of the multi-modal fea-
Encoders ture. For the video feature V, we append a learnable token
Vs, same as a [CLASS] token in (Devlin et al. 2019), by
V = [vi,Va,...,vp,Vas] | € RIFTUXdv By the trans-
former, correspondingly, the vector g.;, € R% stores the
sequence information of all words and video segments.

Given a video and sentence query, we use pre-trained en-
coders to obtain a video feature and a query feature, follow-
ing previous methods (Wu et al. 2020; Chen and Jiang 2021)
Video encoder. An untrimmed raw video V is made into a

i ; i For the k' positive proposal P\, we define multi-
video feature V through the pre-trained 3D Convolutional p prop p oo
Neural Network (3D CNN) (Carreira and Zisserman 2017; ple Gaussian masks M®) = [M{¥ M{" ... ME|T e
Tran et al. 2015%. The %zlxddeo feature V is glve?hby V = RE-*T | where M® is the 1" Gaussian mask for M®) and
[vi,ve,...,vpr] € R v, where v, is the t*" segment ) l . *) -
feature, 7' is the number of video segments, and dy is the E, is the number of masks. The £*" proposal P, is defined
dimension of the segment feature vy. by a mixture of the Gaussian masks M(¥). The Gaussian
Query encoder. Given a sentence query S, we use centers ¢'®) and widths (standard deviations) s*) of M%)
the pre-trained GloVe (Pennington, Socher, and Manning are calculated by the function of g5, as
2014) word embedding to obtain a query feature Q = (k) . . E,
[d1,92,...,qn] " € RV*de where qy, is the n*" word fea- ¢ = Sigmoid (W geis + be) € R, (1)
ture, IV is the number of words, and dg is the dimension of ) _ Lo . E,
the word feature q,,. ST USlngId (W gets + bs) € R 2)

Here, W¢ors and b¢ ors are defined as learnable pa-

Gaussian Mixture Proposal Generator rameters of a fully connected layer, and o is a hyper-
From video and query features V and Q, the proposed GMP parameter COIltI'OHiIlg the width of the masks. Conse-
generator yields K positive GMPs (P,,), K easy negative quently, we obtain the [*" Gaussian mask Ml(k) =
giggg:;ﬂs( 1()I;ZT)L) in addition to one existing hard negative [ fl(k)(o)v fl(ic)(l)7 o z(k)(T B 1)}T cRT using
Modeling of GMP for positive proposal. For the genera- . (T — 1) — o®) 2

tion of the positive proposal, we first extract a multi-modal fz( )(t) =exp | — (W) , 3)
feature G reflecting both visual and textual information. S
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where cl(k)
spectively.

The k" proposal Pg") is defined by a mixture of the
Gaussian masks M(*) via attentive pooling with mask im-
portance weights w(¥) € RP». Finally, we generate K pos-
itive proposals P, = [PV PP ... PY)|T e REXT,
where the k' proposal is

P = MW Twk e RT

(k)

.8, € R are the I'" elements of c¢(¥), s(*), re-

“

To represent the importance levels of each Gaussian mask
in the mixture, we leverage an importance weighting strat-
egy, where the importance weights w(*) are estimated by the
importance-based reconstructor in Eq. (10).
Losses for pull-push learning scheme. In our scheme, the
Gaussian masks in a Gaussian mixture proposal should be
densely located near a query-relevant temporal location, but
should not be overlapped too much with each other to rep-
resent diverse events. To this end, we propose a pull-push
learning scheme using a pulling loss and a pushing loss, each
of which plays an opposite role to the other, to produce mod-
erately coupled masks.

The pulling loss Ly, lets the masks stay close, which
is computed by minimizing the Euclidean distance between
the centers of the two farthest masks as follows:

K
Ly =3 (el

2
—ell)

k=1

(k) (k).

where l;,4, = argmin; ¢;”’ and [,,4, = argmax; c,

The pushing loss is defined by two losses: (1) an intra-
pushing loss and (2) an inter-pushing loss. The intra-pushing
loss E;Z’Z,f prevents the masks in a proposal from overlap-
ping too much with others by forcing the masks to be less
overlapped, which ensures each mask represents different
events. Furthermore, we use the inter-pushing loss L;Ztse,f to
let each proposal predict different temporal locations. Based
on the regularization term in (Lin et al. 2017), the resultant

two pushing losses are given as

&)

K
= Z IMEMET — \T1)[2,

Lo (6)
k=1
Lo = IPpPy — Xo1|[f, Q)
where || - ||z denotes the Frobenius norm, I is an identity
matrix, and \; and A\ are hyper-parameters controlling the
strength of the pushing.

Negative proposal mining. To capture diverse shapes of
confusing temporal locations inside the video, we generate
a new type of a negative proposal with multiple Gaussian
masks, called easy negative proposals (P, € RE*T) in
addition to the existing hard negative proposal (P}, € RT).
To generate K easy negative proposals, we leverage multi-
ple Gaussian masks to include confusing locations. In our
negative proposal mining, the k' easy negative proposal
(ngl)) is composed of multiple Gaussian masks by using
the same process in Egs. (1) to (3). Contrary to moder-
ately coupled Gaussian masks in the positive proposal, we
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let the E.,, Gaussian masks of each easy negative proposal
spread sparsely without the pull-push learning scheme be-
cause most of the confusing locations exist throughout the
entire video. Then, following (Zheng et al. 2022a,b), the
hard negative proposal Py, is determined by a mask cov-
ering an entire video, which is Py,, = [1,1,...,1] € RT,
where both the query-relevant location and confusing loca-
tions are included. Finally, the Gaussian mixture proposal
generator produces three proposals {Pp,, Pr,,, Py}

Importance-based Reconstructor

We propose an importance weighting strategy to effec-
tively represent importance levels of each Gaussian mask in
the mixture. The importance-based reconstructor produces
mask importance weights (w) for Gaussian mixture propos-
als in Eq. (4). Moreover, the reconstructor receives proposals
from the generator and reconstructs the sentence query.
Mask importance. We estimate the k" mask importance
weights (w(k)) from the Gaussian masks M%) First, we use
a Mask-Conditioned transformer (MC transformer) (Zheng
et al. 2022a; Lin et al. 2020) to extract the multi-modal
feature RM for any video mask M, given the video fea-
ture V and a randomly hidden sentence query feature Q
In the MC transformer, the mask M is multiplied by the
self-attention map in every self-attention process to focus
on the video feature inside the mask. Additionally, we ap-
pend a learnable token s , same as a [CLASS] token in
(Devlin et al. 2019), to the hidden sentence query feature by
Q= [d1,d2, ..., 4N, Gets] T € ROVHEDXde The resultant
multi-modal feature RM can be calculated as follows:

RM = /,,4(Q, fme(V,M),M) € RIN+Dxdrn_(g)

Here, the MC transformer uses V and M as inputs to the
transformer encoder (fy,.(-)). Then, the transformer de-
coder (fna(+)) receives Q, fme(V,M), and M. The di-
mension of the multi-modal feature is denoted by dgr. In
RM = [eM M . oM M7 the vector rM reflects all
words and video segments conditioned by the mask M. To
compute the k' mask importance weights w(*) in Eq. (4),
(%)

we calculate ri\f; using Ml(k) via Eq. (8) and apply it to a

Multi-Layer Perceptron (MLP) with two layers as follows:
(€))
wk) — softmax([hg’“),hg’”, . .,hgfj]T) e RE». (10)

(k)
n® =MLP(xhi ) R,

Losses for reconstruction. Based on the supposition that
properly generated proposals can reconstruct the given sen-
tence query as in (Lin et al. 2020; Song et al. 2020), we
reconstruct the sentence query from a randomly hidden sen-
tence query. First, we generate the multi-modal features
RP using the proposed proposals P € {Pp,Ppn,Per}
by replacing M with P in Eq. (8). Then, the reconstructed
query is produced using RF, and the cross-entropy loss
C(-) is used to measure the difference between the recon-
structed query and the original query. Then, we can calcu-
late C(P,()k)), C(Ppyn), and C(Pg:,)) For learning to re-
construct the sentence query, following (Lin et al. 2020),
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we use a reconstruction loss which is the cross-entropy
losses of the positive proposals and hard negative proposal,
where a query-relevant temporal location exists, as Ly¢. =
C(P,(,k*)) + C (Ppy) , where k* = arg min, C(P,()k)). Fur-
thermore, following (Zheng et al. 2022a), we perform con-
trastive learning to distinguish the query-relevant location
from the confusing locations captured by the easy nega-
tive proposals and the hard negative proposal. Based on the
triplet loss (Wang et al. 2014), the intra-video contrastive

loss L;,. is defined as L, = max(C’(P,(,k*)) —C(Ppn) +

f1,0) + max(C(Pék*)) — C(ng,,*)) + B32,0), where 31 and
(2 are hyper-parameters for margins and 57 < 5.

Training and Inference

Training. In an end-to-end manner, we train our network
with five loss terms: 1) reconstruction loss L,..., 2) intra-
video contrastive 10ss L;,, 3) pulling loss L, and two
pushing losses of 4) intra-pushing loss E;Z’Z}f and 5) inter-
pushing loss £:¢" . Then the total loss is given by Liorar =

push
Lyeet+ a1 Liye+ agﬁpuu + Oég,c;;;fsr]_f + 04452?;:}:, where a1,
a9, az, and oy are hyper-parameters to balance losses.

Inference. To select the top-1 proposal from the K positive
proposals, we use vote-based selection to choose the best
overlapping proposal, similar to (Zhou 2021; Zheng et al.

2022b).

4 Experiments
Experimental Setup

Evaluation metrics. Following the evaluation metrics in
(Gao et al. 2017), we adopt two metrics (‘R@n,JoU=m’ and
‘R@n,mloU’). ‘R@n,JoU=m’ denotes the percentage of at
least one of the top-n predicted temporal locations having a
temporal Intersection over Union (IoU) with a ground truth
larger than m. ‘R@n,mloU’ denotes the average of the high-
est IoUs among the n predicted temporal locations.

The ActivityNet Captions dataset (Krishna et al. 2017)
contains 37,417, 17,505, and 17,031 video-sentence pairs
for training, validating val;, and vals, respectively. Since a
testing set is not publicly available, vals is used for testing.
Video segment features are extracted via C3D (Tran et al.
2015). Vocabulary sizes are 8,000. For proposals, K, F.,,
and o are set to 5, 2, and 4. For losses, a1, as, a3, and oy
are setto 1, 0.2, 0.01, and 0.1.

The Charades-STA dataset (Gao et al. 2017) contains
16,128 video-sentence pairs from 6,672 videos, which are
divided into 12,408 for training and 3,720 for testing. Video
segment features are extracted via I3D (Carreira and Zisser-
man 2017). Vocabulary sizes are 1,111. For proposals, K,
E.,,and o are set to 7, 3, and 9. For losses, a1, as, as, and
ay are set to 3, 5, 0.001, and 1.

Implementation details. We set the maximum number of
video segments to 200, and the maximum length of the sen-
tence query to 20. For the transformers, we use transformers
with three-layer and four attention heads. The dimension of
the features (dv, dg, dg, dr) is set to 256. We use the equiv-
alent MC Transformer for every reconstruction process. For
the hidden sentence query, we randomly hide a third (1/3)
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R@1.IoU= R@5 IoU=
Method 51 " 03" 05 01 03 05
Random 3823 1864 7.63 7574 5278 2949
WS-DEC 6271 4198 2334 - . :
MARN C 4701 2995 - 7202 5749
VCA 6796 5045 3100 9214 7179 53.83
ECSL 6848 4420 2416 - . :
SCN 7148 4723 2922 90.88 71.56 55.69
RTBPN 7373 4977 29.63 9380 79.89 60.56
LCNet 7858 4849 2633 9395 8251 62.66
CCL T s002 3107 - 7736 6129
WSTAN 7978 5245 3001 9315 7938 6342
FSAN 7845 5511 2043 9259 7679 6332
CWSTG 7186 4662 2952 9375 8092 66.61
CPL 8255 5573 3137 8724 6305 4313
CRM* 8161 5526 3219 - - -
CNM* 7813 5568 3333 - ] ]
IRON* 8442 5895 3627 9674 85.60 68.52
PPS 8184 5929 3125 9528 8554 7132

Table 1: Performance comparisons on the ActivityNet Cap-
tions. The best results and second best results are repre-
sented as bold and underlined numbers, respectively. The
methods using additional annotations or large-scale pre-
trained models are marked with *.

of the words. For training, the Adam optimizer (Kingma and
Ba 2015) is used. We set the learning rate to 0.0004, mini-
batch size to 32, and hyper-parameters as \;y = Ay = 0.15,
B1 = 0.1, and B> = 0.15. In the k" positive proposal, we
set the number of Gaussian masks £, to k for reflecting a
varying number of masks in each proposal, as shown in the
top right of Fig. 2.

Comparison with State-of-the-Art Methods

To verify the effectiveness of the proposed method, we
compare our PPS with previous weakly supervised tempo-
ral video grounding methods: WS-DEC (Duan et al. 2018),
TGA (Mithun, Paul, and Roy-Chowdhury 2019), SCN (Lin
etal. 2020), WSTAN (Wang et al. 2021), VLANet (Ma et al.
2020), MARN (Song et al. 2020), CCL (Zhang et al. 2020b),
RTBPN (Zhang et al. 2020a), EC-SL (Chen and Jiang 2021),
LoGAN (Tan et al. 2021), VCA (Wang, Chen, and Jiang
2021), LCNet (Yang et al. 2021), FSAN (Wang, Zhou, and
Li 2021), CWSTG (Chen et al. 2022), CPL (Zheng et al.
2022b), CRM (Huang et al. 2021), CNM (Zheng et al.
2022a), and IRON (Cao et al. 2023).

In Tab. 1 for the ActivityNet Captions dataset, our
PPS outperforms CPL (Zheng et al. 2022b) by 3.56%,
22.49%, and 28.19% at R@1,JoU=0.3, R@5,IoU=0.3, and
R@5,Io0U=0.5, respectively. It is worth noting that PPS out-
performs the previous learnable mask-based method, CPL,
by significant margins at R@5, which means that the gen-
erated proposals of PPS promise a higher level of qual-
ity. In Tab. 3 for the Charades-STA dataset, our PPS sur-
passes CPL (Zheng et al. 2022b) by 3.77% and 2.19% at
R@1,IoU=0.7 and R@5,IoU=0.3, respectively. The meth-
ods marked with * make unfair comparisons with the previ-
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Component Strate Loss. R@l R@5
P gy Ly & Lm0 10U=0.3 mloU 1oU=0.3 mloU
Proposal tvbe Single Gaussian X 4749 3333 7823  54.85
posattyp Gaussian mixture v 5929 3759 8554  58.78
Learning one center & multiple widths X 46.63 31.54 83.65 59.49
Gaussian generation Learning multiple centers & widths v 47.82 32.08 84.09 56.35
Learning multiple centers & one width v 59.29 37.59 85.54 58.78
No importance v 52.55 34.56 79.67 58.41
Importance weighting Importance from the generator v 48.55 32.36 78.96 56.87
Importance from the reconstructor v 59.29 3759 85.54  58.78
Table 2: Ablation studies of Gaussian mixture proposals on the ActivityNet Captions dataset.
R@1,IoU= R@5,IoU= a— e
Methed o3 " 05 07 03 05 07 =3 SEo X "
=]
Random 20.12 8.6 339 6842 37.57 14.98 2 36 s .
TGA 32.14 1994 8.84 86.58 6552 33.51 §34 y " ésx
SCN 4296 2358 997 9556 71.80 38.87 32 Y Te 56 NS
WSTAN 43.39 2935 1228 93.04 76.13 41.53 301 .
VLANet 4524 31.83 14.17 95770 82.85 33.09 28 54
MARN 4855 3194 1481 90.70 70.00 37.40 P2 0T b T
CCL - 33.21 15.68 - 7350 41.87
ETE/I;E 2(1)2‘7‘ ;igg ii gi g;;‘i ; 41‘ 2(5) géi? Figure 3: Ablation studies by varying the number of posi-
VCA 5858 3813 1957 9308 7875 3775 tive lilndfnegatlve propqsals K andl tge number of Gaussian
LCNet  59.60 39.19 18.87 9478 80.56 45.24 masks ol an easy negative proposal Len.
CWSTG 4331 31.02 16.53 9554 77.53 4191
CPL 66.40 49.24 2239 9699 84.71 5237
CRM* 5366 3476 1637 _ _ _ results are summarized as follows: First, the Gaussian mix-
CNM* 6039 3543 1545 . B B} ture proposals are more effective than the single Gaussian
[RON* 7071 51.84 2501 9896 86.80 54.99 proposal, which means that the mixture proposal can better
PPS 6006 5149 2616 9918 8623 5301 represent a query-relevant temporal location. Second, learn-

Table 3: Performance comparisons on the Charades-STA.
The best results and second best results are represented as
bold and underlined numbers, respectively. The methods us-
ing additional annotations or large-scale pre-trained models
are marked with *.

ous methods. CRM (Huang et al. 2021) uses additional para-
graph description annotations. CNM (Zheng et al. 2022a)
uses CLIP large-scale pre-trained features (Radford et al.
2021) and IRON (Cao et al. 2023) uses OATrans (Wang
et al. 2022) and DistilBERT (Sanh et al. 2019) large-scale
pre-trained features. Although our PPS uses 3D ConvNet
and Glove features for fair comparisons with previous meth-
ods, PPS shows competitive or higher performance with the
methods marked with *.

Ablation Study

For a more in-depth understanding of the proposed method,
we perform ablation studies on our components.

Analysis on the Gaussian mixture proposal. As shown in
Tab. 2, we study the impact of the different strategies to gen-
erate Gaussian mixture proposals for positive proposals. The
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ing multiple centers and one width for one mixture proposal
performs best. We conjecture that learning multiple widths
makes it complicated to learn proposals, which reduces per-
formance. Third, importance weighting from the reconstruc-
tor yields the best result by representing the importance of
each mask for query reconstruction. On the other hand, im-
portance weighting from the generator is less effective, be-
cause it is hard to reflect reconstruction-aware information.
Fig. 3 shows the impact of the number of proposals K. The
performance increases until the number is 5 at R@ 1,mloU.
We observe that defining too many proposals makes the pro-
posals redundant and have short lengths due to the impact of

the inter-pushing loss ﬁ;ztsehr.

Impact on a varying number of masks. For positive pro-

posals, we form Pék) by a Gaussian mixture of E, = k
Gaussian masks to reflect a varying number of Gaussian
masks in each positive proposal. To verify the effectiveness
of the varying number of Gaussian masks, we compare the
performance of fixing the number of Gaussian masks for ev-
ery positive proposal in Tab. 4a. The results show that using
a varying number of Gaussian masks for each positive pro-
posal performs better than using a fixed Gaussian number
of Gaussian masks. We find that combinations of different
numbers of Gaussian masks can represent a diverse number
of query-relevant events.
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#masks R@l R@S
mloU  mloU Pulling R@1 R@5
Fixtol 3333 5485 strategy mloU  mloU
Fixto3 3591 56.27 All 3541 56.87
Fixto5 36.58 54.36 Tomid 35.83 58.92
Fixto7 3625 49438 Distant 37.59 58.78
Vary 37.59 58.78

(b) Strategies for the pulling
loss

(a) The number of masks for a
positive proposal.

Table 4: Ablation studies on the ActivityNet Captions
dataset.

Loss R@1,IoU= R@5,IoU=
Lo Lifne  Liver 03 mloU 03 mloU
X X X 4523 3098 6786 47.75
v X X 5503 3679 7249 5l.14
X v X 4569 29.83 71.51 49.69
X X v 2350 1596 7230 4446
X v v 2347 1638 66.15 3820
v X v 4151 3023 8518 60.44
v v X 4998 3246 80.54 5526
v v v 5929 3759 8554 5878

Table 5: Ablation studies of different losses for the pull-push
learning scheme on the ActivityNet Captions dataset.

Effect of the pull-push learning scheme. In Tab. 5, we
verify the effectiveness of our pull-push learning scheme.
Among combinations of three losses (L1, E;’Ltsﬂf, C;thf ,
adopting all three losses yields the best performance. We
conjecture that our pull-push learning scheme helps Gaus-
sian masks to capture diverse events for better representing a
temporal location. It is notable that adopting only the pulling
loss can yield competitive or higher results to the state-of-
the-art methods in Tab. 1. If the pulling loss L, is ex-
cluded, the performance decreases significantly. We observe
that Gaussian masks for one Gaussian mixture proposal are
spread sparsely throughout the entire video without L,
which can not represent one proper temporal location. Addi-

tionally, the results suggest that two pushing losses (E;’Zg,f,

E;de,f ) are used with £,,,;; for a synergy effect, because the
goal of the pushing losses is to make less overlapped masks
for moderate coupling. For a more in-depth understanding
of the pulling loss £,,,,;;, we conduct ablation studies of dif-
ferent strategies for L, in Tab. 4b. Among the strategies,
pulling two distant masks closer or pulling two distant masks
to the middle mask performs best. The results imply that
pulling fewer masks is better and pulling more masks may
ruin the structure of the mixture proposal due to overlapped
masks. Fig. 4 presents the impact of controlling the balance
of the losses. The results show that a high oy value for £,,,;1
is needed to produce densely generated masks and the ade-
quate oz and ay values for £"7* and L7/ are needed to
cause proper discrimination between the masks and between
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Figure 4: Ablation studies by varying « values for the pull-
push learning scheme on the ActivityNet Captions dataset.

Query “A smiling man posing while the camera flashes in front of him.”
TEXEXEY ITINE I ENNYANEY
Ground truth Time
Predictions PPS

PPSwoGM

PPSwoPull

PPSwoPush

VVYVYYY

Figure 5: Qualitative results on the Activity-Net Captions
dataset. Given a video and a query, PPS yields a predicted
temporal location (red). We also visualize the predictions
of variants using a positive proposal of one Gaussian mask
without the mixture (yellow) or excluding a pulling loss
(green) or excluding pushing losses (purple).

the proposals, respectively.

Qualitative Results

Fig. 5 shows qualitative results of our PPS and other vari-
ants of PPS. It is notable that PPS captures accurate query-
relevant locations, while the ground truth, which can be
noisy due to the subjectivity of annotators, includes redun-
dant locations such as a logo at the beginning of the video.

5 Conclusion

For weakly supervised temporal video grounding, we have
proposed Gaussian mixture proposals with a pull-push learn-
ing scheme to capture diverse events. We express arbitrary
shapes of a temporal location by learning importance, cen-
troid, and range of every Gaussian in the mixture. To pro-
duce moderately coupled Gaussians in the mixture, we lever-
age a pulling loss and a pushing loss, each of which plays
an opposite role to the other. Through experimental com-
parisons and extensive ablation studies, we have verified
that our method generates multiple high-quality proposals,
which greatly improve recall rates.

Limitations. We use the proposals with the shape of a Gaus-
sian mixture, but other shapes could be explored to represent
complex temporal structures.
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