**Abstract**

Generating realistic human motion sequences from text descriptions is a challenging task that requires capturing the rich expressiveness of both natural language and human motion. Recent advances in diffusion models have enabled significant progress in human motion synthesis. However, existing methods struggle to handle text inputs that describe complex or long motions. In this paper, we propose the Adaptable Motion Diffusion (AMD) model, which leverages a Large Language Model (LLM) to parse the input text into a sequence of concise and interpretable anatomical scripts that correspond to the target motion. This process exploits the LLM’s ability to provide anatomical guidance for complex motion synthesis. We then devise a two-branch fusion scheme that balances the influence of the input text and the anatomical scripts on the inverse diffusion process, which adaptively ensures the semantic fidelity and diversity of the synthesized motion. Our method can effectively handle texts with complex or long motion descriptions, where existing methods often fail. Experiments on datasets with relatively more complex motions, such as CLCD1 and CLCD2, demonstrate that our AMD significantly outperforms existing state-of-the-art models.

**Introduction**

Human motion generation has witnessed remarkable advancements in recent years, largely driven by the emergence of sophisticated language models (Devlin et al. 2018; Anil et al. 2023) and the innovation of diffusion generation techniques (Ho, Jain, and Abbeel 2020; Song, Meng, and Ermon 2020). These breakthroughs have culminated in the development of motion generation models capable of crafting diverse and high-quality sequences, modulated by either textual (Zhang et al. 2022; Ren et al. 2023; Shafir et al. 2023) or other control inputs (Gong et al. 2023; Zhao et al. 2023). With applications already spreading into the gaming industry (Zhang and Tang 2022), these models present a promising frontier for both novices and professionals in character animation.

Traditional methods employ variational autoencoder (VAE) structures to encode conditions and 3D human motions separately, subsequently learning the joint distribution from text-motion paired datasets (Petrovich, Black, and Varol 2022b; Zhang et al. 2023a; Lucas et al. 2022). Additionally, some research transforms human motion features into a codebook, iteratively predicting the motion index and reconstructing the entire motion (Guo et al. 2022b; Zhang et al. 2023a; Lucas et al. 2022).

Despite these strides, existing methods frequently oversimplify the complexity of language, utilizing a text encoder to transform text prompts into a fixed-length vector, regardless of text length or rarity. Such an approach demands large-scale datasets to encompass the full mapping spectrum and is prone to failure with unseen text related to complex or extended sequential actions. For example, the term ‘scorpion’ refers to an expert dance move described by the specific motions ‘flex and grasp foot, swing leg around, lock out arm’. Clearly, synthesizing this rare ‘scorpion’ motion is intractable without adequate training, yet the detailed description offers abundant instructions about its execution in a common language. This issue is analogous to lengthy motion texts, which could be dissected into concise anatomical scripts.

Inspired by this observation, we introduce the innovative Adaptable Motion Diffusion (AMD) model. It leverages the capabilities of a Large Language Model (LLM), specifically a finetuned ChatGPT-3.5 in our implementation, to parse input text into sequences of concise, interpretable anatomical scripts, synergized with the generative prowess of diffusion models. Our approach capitalizes on the LLM’s capacity to elucidate complex motion synthesis via anatomical explanations. We construct a two-branch diffusion process wherein one branch uses the source text as a condition, and the other depends on the dissected anatomical scripts, and corresponding reference motions retrieved from a motion database using the anatomical scripts. The database consists of text descriptions, decomposed text, and corresponding action sequences in our implementation. The inverse diffusion processes in both branches yield two motion sequences that align with the source text and anatomical scripts, respectively. We then blend these motions through a meticulously designed fusion block, generating the final motion sequence.
A person walks forward and vaults over something, then turns around and repeats the same action on the return journey.

Figure 1: Given a textual prompt, we employ a Large Language Model (LLM) to decompose it into anatomical scripts for targeted motion generation. Our method bypasses the intricacies of natural language encoding by converting comprehensive text into a singular vector. We introduce a fusion strategy to equitably condition both the comprehensive text (for fidelity) and the anatomical scripts (for diversity) during inverse diffusion. This technique effectively handles extended text inputs with intricate motions while maintaining a balance between fidelity and diversity.

Extensive experiments demonstrate that our approach rivals existing state-of-the-art models and particularly excels with lengthy and intricate text. Furthermore, our model exhibits the ability to generate human actions under various scenarios—conditioned, partially conditioned, or unconditioned—thereby augmenting its robustness. It also encompasses a partial action editing feature akin to the Motion Diffusion Model (MDM), facilitating the alteration of primary human action sequences through detailed descriptions. This functionality fosters the generation of more complex and nuanced actions.

Related Work

Human Motion Generation. Existing human motion generation research can be primarily categorized into two groups: 1) unconstrained generation, with the goal of producing motion sequences free from explicit conditioning factors (Mukai and Kuriyama 2005; Rose, Cohen, and Bodenheimer 1998); and 2) conditional synthesis, which focuses on achieving controllability such as Language2Pose (Ahuja and Morency 2019), Text2Gesture (Bhattacharya et al. 2021) and Dance2Music (Lee et al. 2019). Conditional motion generation is of particular interest to many researchers. The utilization of sequence-to-sequence RNN models has been explored by (Lin et al. 2018). And (Ghosh et al. 2021) takes into account the structure of the human skeleton and puts forward a hierarchical two-stream approach for pose generation. Besides,(Guo et al. 2022a) proposes a two-step approach involving text2length sampling and text2motion generation. (Lee, Moon, and Lee 2023) and TEMOS (Petrovich, Black, and Varol 2022) suggest using a VAE (Kingma and Welling 2013) to map a text prompt into a normal distribution in latent space. The diffusion models (Ho, Jain, and Abbeel 2020), which gradually denoise a sample from the data distribution, have been applied to human motion synthesis by recent methods PhysDiff (Yuan et al. 2022), MDM (Tevet et al. 2022), MoFusion (Dabral et al. 2023) and ReMoDiffuse (Zhang et al. 2023b). MDM and PhysDiff have enriched conditional generation tasks, with MDM highlighting geometric losses for enhanced results, and PhysDiff incorporating physical constraints for realistic motion. An innovative task has been proposed for generating 3D dance motion using both textual and musical modalities (Gong et al. 2023). Moreover, the MoFusion framework leverages denoising diffusion for high-quality conditional human motion synthesis, while ReMoDiffuse employs a denoising process for action generation via a retrieval mechanism, illustrating the versatility and potential of diffusion models in this field. In this paper, we leverage retrieved approximate actions and textual descriptions segmented through the ChatGPT-3.5 API, inspired by ReMoDiffuse (Zhang et al. 2023b). We then map these textual descriptions to corresponding human body motions using an inverse diffusion process. Experiments on complex text test sets CLCD1 and CLCD2 show our model significantly outperforms existing models in handling complex text.
Figure 2: Overview of our method architecture: Given a motion text prompt $c_t$, we decompose it into a set of anatomical scripts $c_s$ using a fine-tuned ChatGPT model. Then, we use a MLP $F_t$ to project $c_t$, $c_s$ and $t$ into tokens $z_{tk}^1$ and $z_{tk}^s$, respectively. Next, we exploit the guidance from anatomical scripts $c_s$ by searching for reference motions $m_{1:k}^{1:l}$ from a database using the anatomical similarity. In the Reference Motion Diffusion (RMD) module, we alter the dimensions of $m_{1:k}^{1:l}$ with $F_r$ and send it along with $z_{tk}^s$ into $E_t$ to obtain decomposed text features and reference action features; similarly, in the Origin Motion Diffusion (OMD) module, we use $F_t^2$ to alter the dimensions of $x_{tk}^{1:n}$ and send it along with $z_{tk}^l$ into $E_t$ to obtain canonical text features and diffused motion features. In the Feature Fusion (FF) module, we send the decomposed text features, reference action features, complex text features, and diffused motion features, all processed through positional embedding, along with the diffused action features and reference action features treated through cross-attention mechanism into the Fusion Block, yielding the output $p_{θ_1}$; concurrently, we use $F_t^1$ to alter the dimensions of $x_{tk}^{1:n}$ and send it along with $z_{tk}^l$, post positional encoding, directly into Fusion Block, yielding $p_{θ_2}$. Finally, we adaptively adjust the output frequencies of $p_{θ_1}$ and $p_{θ_2}$ using $λ$ (see Func. 4). The Fusion Block, designed on top of the Transformer Encoder Layer, incorporates residual connections.

been adapted for human motion synthesis, sparking a variety of innovative methodologies. Diffusion generative models, first introduced by DDPM (Ho, Jain, and Abbeel 2020) and further refined by DDI (Song, Meng, and Ermon 2020), have gained considerable traction in the field of image synthesis, as demonstrated by works like Imagen (Saharia et al. 2022) and Stable Diffusion (Rombach et al. 2022). The core principle of diffusion generative models involves a sophisticated process of adding noise to data, diffusing it into a simpler form, and then reversing this process to create new data similar to the original.

**Human Motion Dataset and Large Language Models**

The importance of motion data is paramount in motion synthesis tasks. Tools like the KIT Motion-Language (Mandery et al. 2015) and HumanML3D (Guo et al. 2022a) have become essential in the text-to-motion task. KIT Motion-Language offers sequence-level descriptions for various motions extracted from another dataset (Mandery et al. 2015), and HumanML3D augments certain motions from AMASS (Mahmood et al. 2019) and HumanAct12 (Guo et al. 2020) with extensive textual annotations (encapsulating 14,616 motions annotated with 44,970 textual descriptions). These datasets have been utilized in leading-edge text-driven motion generation research, as evidenced by works (Chen et al. 2023; Kim, Kim, and Choi 2023).

ChatGPT-3.5 developed by OpenAI, is renowned for creating coherent, natural text. Utilizing the Transformer architecture and a vast, varied dataset, it’s adept at interpreting human language in diverse contexts. Unlike models tailored for specific tasks, ChatGPT’s design emphasizes broad applicability and continuous refinement across language domains.

**Anatomical Motion Diffusion**

We commence with the motion text anatomical decomposition procedure, followed by a discussion on the two branch diffusion and fusion, and finally the model’s training and inference process. Our model is illustrated in Figure 2.

**Anatomical Motion Text Decomposition**

Human language is highly complex and multi-dimensional representation. In the task of text-to-human motion synthesis, the correct representation and mapping of textual descriptions to features are crucial for the synthesis of motion. However, previous work usually uses a single text encoder to map the text into a fixed length vector, no matter how long or complex the text is, and overlooks the importance of text processing. We propose to decompose the text prompt into a
set of anatomical scripts to bypass the obstacles imposed by language complexity.

Specifically, we leverage the power of a Large Language Model, i.e., a fine-tuned ChatGPT-3.5 model, for decomposing complex action text descriptions into a superposition of several simple anatomical text scripts (each description containing only a simple action), as illustrated in the text decomposition process on the left side of Figure 2.

For finetuning the ChatGPT-3.5 model, we proceed the following step by step:

- First, we used the ChatGPT-3.5 API to break down the text in the dataset into multiple texts containing simple actions, such as “a person raising a hand” and “walking.” The specific prompt is “Please decompose the following action into simple actions.”
- Then, to align with the original text description and be concise, we selected the simple anatomical scripts that must be included in that text description.
- Afterwards, we formed text pairs \((c_t, c_s)\) consisting of the original text and the simple action descriptions that must be included, thus constituting all the data used for fine-tuning.

During the testing process, the model is able to decompose complex action text into anatomical scripts containing simple actions per script. We use the Sentence-BERT model all-MiniLM-L6-v2 to compute the semantic embeddings of texts and anatomical scripts.

**Motion Diffusion and Fusion**

We leverage the advanced diffusion models for synthesizing motion sequences from text. We carefully design two diffusion models to synthesize motion from the original comprehensive text (for fidelity) and the decomposed anatomical scripts (for diversity), and construct a fusion module to adaptively balance the two motions. For decomposed anatomical scripts, we search for similar anatomical texts in a database, and fetch the corresponding motion as a reference of the diffusion.

**Canonical Diffusion** The genesis of the Denoising Diffusion Probabilistic Model (DDPM) diffusion process is rooted in a simplistic prior, generally a Gaussian distribution, that successively transforms into a complex data distribution through the additive injection of noise at individual temporal steps. Mathematically, this process can be characterized as a series of conditional probability distributions, with each stage simulated by a denoising process parameterized by a neural network. Specifically, the Canonical Diffusion is characterized by a subsequent conditional distribution:

\[
q(x_{1:N}^{t}|x_{1:N}^{t-1}) = \mathcal{N}(x_{1:N}^{t-1} \sqrt{1-\beta_t}, \beta_t I). \tag{1}
\]

The reverse of the diffusion process is considered by the model, using the following parameterization:

\[
p_{\theta_1}(x_{1:N}^{t-1}|x_{1:N}^{t-1}, c) = \mathcal{N}(x_{1:N}^{t-1} \mu_\theta(x_{1:N}^{t-1}, c, t), \Sigma_\theta(x_{1:N}^{t-1}, c, t)) \tag{2}
\]

Where \(x_{1:N}^{t}, x_{1:N}^{t-1}\) and \(x_{1:N}^{t+1}\) represent clear motion frames, diffused motion data (the state at time step \(t\)) and the fully-diffused Gaussian noise, respectively, \(t = 1, 2, \ldots, T\). \(c\) is an optional conditional variable, in this case referring to textual \(c_t\). \(N\) represents the number of frames in the motion sequence. \(\beta_t \in (0, 1)\) is a non-negative diffusion coefficient that controls the difference between the current state and the previous state.

**Reference Diffusion** In reference diffusion, to enable the model to manage intricate text descriptions, we incorporate both the decomposed short text and reference action information as conditions. These are then added to the inversion of the diffusion process. As a result, Equation 2 is reformulated as:

\[
p_{\theta_2}(x_{1:N}^{t-1}|x_{1:N}^{t-1}, c) = \mathcal{N}(x_{1:N}^{t-1} \mu_\theta(x_{1:N}^{t-1}, c, m^{1:R}, t), \Sigma_\theta(x_{1:N}^{t-1}, c, t)). \tag{3}
\]

Where \(c\) denote the textual condition \(c_t\), the decomposed textual condition \(c_s\), and \(m^{1:R}\) (represents the reference action tokens), with \(R\) as the frame count.

**Fusion** The purpose of the fusion module is to adaptively balance the motions generated by the canonical diffusion and the reference diffusion. Figure 2 illustrates two complementary methodologies for motion generation, integrating the diffusion model. Our objective can be expressed through the equations:

\[
f(p_\theta, \lambda) = \begin{cases} 1 - \lambda & \text{if } p_{\theta_1} \\ \lambda & \text{if } p_{\theta_2} \end{cases} \tag{4}
\]

Where \(f(\cdot)\) is Bernoulli distribution, \(\lambda\) is a probability value, used to control the frequency of the outputs from two different pipelines. Specifically, \(p_{\theta_1}\) and \(p_{\theta_2}\) represent the output of two different pipelines, respectively. By adjusting \(\lambda\), we can precisely control the frequency of these two outputs.

**Training and Inference**

**Model Training:** We adopt a novel approach in the training phase, using elements of a classifier-free technique. Specifically, for unconditional generation, we randomly mask 10% of the textual conditions and related action information. Additionally, we approximate the probability distribution \(x_0^{1:N}\) using a mixture of elements, and we random select \(p_{\theta_1}\) and \(p_{\theta_2}\). The primary goal of the training process is to minimize the mean square error between the predicted initial sequence and the actual ground truth, thereby enhancing the model’s accuracy. During the retrieval process, we obtain the action sequences closest to the input by calculating the semantic similarity between the decomposed texts of the input complex text and those in the database.

**Model Inference:** In the reverse stage, we first obtain the predicted sequence \(\hat{x}_0^{1:N} = G_t(x_{1:N}, c, t)\) by feeding the AMD model with Gaussian noise \(x_{1:N}^{t}\) and an optional condition, corresponds to Equation 4. Then, we add noise
to \(x_{t-1}\) and repeat the process until we reach \(x_{t+1}^{1:N}\). Furthermore, our model can generate movements without conditions or with partial conditioning. When sampling \(G\), we can use \(s\) to find a balance between diversity and fidelity by interpolating or extrapolating the two variants.

\[
A_s(x_{t}^{1:N}, c_t) = G_A(x_{t}^{1:N}, \emptyset, t)
+ s \cdot (G_A(x_{t}^{1:N}, c_t, t)
- G_A(x_{t}^{1:N}, \emptyset, t)) \tag{5}
\]

In \(A_s\), \(G_A\) acquires knowledge of both the conditioned and unconditioned distributions. It accomplishes this by assigning \(c_t = \emptyset\) to 10% of the samples at random, which allows \(G_A(x_{t}^{1:N}, \emptyset, t)\) to serve as an approximation of \(p_\theta(x_{0}^{1:N})\).

\[
B_s(x_{t}^{1:N}, c_t, c_s, m^{1:R}, t) = G_B(x_{t}^{1:N}, \emptyset, c_s, m^{1:R}, t)
+ s \cdot (G_B(x_{t}^{1:N}, c_t, c_s, m^{1:R}, t)
- G_B(x_{t}^{1:N}, \emptyset, c_s, m^{1:R}, t)) \tag{6}
\]

Similarly, by adding conditions, we can obtain \(B_s(x_{t}^{1:N}, c_t, c_s, m^{1:R}, t)\). In \(B_s\), in order for the model to be adequately trained on simple text, this is achieved by randomly assigning \(c_t = \emptyset\) to 10% of the samples, which allows \(G_B\) to serve as an approximation of \(p_\theta(x_{0}^{1:N})\).

\[
f(G_s, \lambda) = \begin{cases} 
1 - \lambda & \text{if } A_s(x_{t}^{1:N}, c_t) \\
\lambda & \text{if } B_s(x_{t}^{1:N}, c_t, c_s, m^{1:R}, t) \end{cases} \tag{7}
\]

In \(G_s\), we adjust the output frequencies of \(B_s\) and \(A_s\) by modifying the parameter \(\lambda\). This fine-tuning enables the model to strike a balance between Diversity and Fidelity, allowing for a trade-off that enhances performance.

**Experiments**

**Text-to-Motion**

**Datasets:** In addition to evaluating KIT-ML and HumanML3D (as in (Guo et al. 2022a)), we extracted two complex language test datasets, Sophisticated Linguistic Challenge Dataset 1 (SLCD1) and 2 (SLCD2), from HumanML3D, with SLCD1 being more demanding. This approach helps assess our model’s ability to handle increasingly intricate linguistic contexts.
Table 1: Quantitative results on the SLC1 and SLC2 test sets: All methods use the real motion length from the ground truth. → means results are better if the metric is closer to the real distribution. We ran all the evaluations 20 times (except MultiModality, which ran 5 times), and ± indicates the 95% confidence interval.

<table>
<thead>
<tr>
<th>Method</th>
<th>HumanML3D</th>
<th>KIT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-Precision↑</td>
<td>FID↓</td>
</tr>
<tr>
<td>Real</td>
<td>0.797±0.002</td>
<td>0.062±0.006</td>
</tr>
<tr>
<td>Guo et al.</td>
<td>0.740±0.003</td>
<td>1.067±0.002</td>
</tr>
<tr>
<td>MDM</td>
<td>0.611±0.007</td>
<td>0.544±0.044</td>
</tr>
<tr>
<td>TM2T</td>
<td>0.729±0.002</td>
<td>1.501±0.017</td>
</tr>
<tr>
<td>ReMDF</td>
<td>0.676±0.002</td>
<td>0.774±0.007</td>
</tr>
<tr>
<td>DiffFDC</td>
<td>0.782±0.001</td>
<td>0.630±0.001</td>
</tr>
<tr>
<td>T2M-GPT</td>
<td>0.795±0.004</td>
<td>0.103±0.003</td>
</tr>
<tr>
<td>Ours</td>
<td>0.857±0.006</td>
<td>0.204±0.031</td>
</tr>
</tbody>
</table>

Table 2: Quantitative comparison of AMD and baselines on HumanML3D and KIT datasets.(Guo et al.→Guo et al. (2022a), MotionDiffuse→ReMotionDiffuse,ReMDF→ReMDF,MMD→MultiModality).

Figure 4: Distribution of text length in the test sets of HumanML3D, SLC1, SLC2 and KIT.

Quantitative Results: We conducted a comparative study between AMD, and five pre-existing models: MDM, TM2T(Guo et al. 2022b), MotionDiffuse, (Guo et al. 2022a) and T2M-GPT. First, we evaluated the benchmark model on SLC1 and SLC2, respectively. In Table 1, our model shows outstanding performance in key metrics. Our model outpaces the runner-up, MDM, by 0.712 on the Frechet Inception Distance (FID), and achieves a near-optimal result in Diversity. This highlights our model’s superiority in generating quality, realistic motion sequences, and its close performance to the current state-of-the-art in other metrics. We further tested our model’s capabilities on the SLC2, Human3D, and KIT-ML datasets. These test sets show a decrease in textual length (assume text length correlates with action complexity), as seen in Figure 4. Analysis of Table 1 and 2 shows that comparison previous works degrade with complex texts, while our model remains stable, even improving slightly. However, performance on the KIT dataset was below expectations, possibly due to its emphasis on short text descriptions in our selection of complex test datasets.

Qualitative Results: As shown in Figure 3, in contrast, the comparison models can only synthesize parts of the text description or generate actions unrelated to the text description. Meanwhile, our AMD can translate text into consistent actions, showing higher text fidelity.

Ablation study: We conducted an ablation study on our model, examining no textual decomposition (NTD) and no reference action
formation (NTDS), with varying values of $\lambda$. Table 3 shows that compared to $\lambda = 0.5$, all metrics deteriorate to various extents when NTD and NTDS are applied, except for Multimodality. In the comparison between $\lambda = 0.5$ and NTD, text decomposition enhances model performance in FID and Multimodal Dist, with moderate improvements in R Precision and Diversity. However, the breakdown of sentences like “The person moving both hands in an up and down motion” into discrete steps (1. Raise the left hand. 2. Lower the left hand. 3. Raise the right hand. 4. Lower the right hand.) intensifies constraints on each action generation stage, favoring unimodal distributions and consequently decreasing Multimodality.

Figure 7 illustrates the trade-off between two pipelines as $\lambda$ transitions from 0 to 1. As $\lambda$ approaches 0, the model exhibits greater randomness, resulting in more diverse outputs that deviate from the dataset distribution, and at $\lambda = 0$, the absence of guidance from reference actions and the sole operation of pipeline 1 lead to a decrease in the diversity of actions generated. Conversely, as $\lambda$ approaches 1, the influence of reference action information causes the generated distribution to lean towards reference actions, leading to a notable decrease in the Multimodality metric, and causes the

<table>
<thead>
<tr>
<th>Method</th>
<th>R-Precision (Top 3)</th>
<th>FID</th>
<th>MM Dist</th>
<th>Diversity</th>
<th>Multimodality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>0.80±0.01</td>
<td>2.97±0.01</td>
<td>9.50±0.01</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>NTD</td>
<td>0.61±0.01</td>
<td>5.71±0.05</td>
<td>9.12±0.08</td>
<td>1.81±0.11</td>
<td></td>
</tr>
<tr>
<td>NTDS</td>
<td>0.54±0.01</td>
<td>5.98±0.08</td>
<td>9.08±0.08</td>
<td>2.88±0.10</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>0.66±0.01</td>
<td>5.28±0.05</td>
<td>9.48±0.08</td>
<td>1.36±0.09</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Ablation study on components of AMD.

FID value to drop rapidly at first, then decrease more gradually. This phenomenon shows that $\lambda$ can adjust the model’s fidelity and the diversity of synthesized actions.

**Application on Other Motion Tasks**

In this section, like MDM, we define 25% of the action’s start and end as stable regions, focusing on constructing the middle 50%. We fixed unedited joints, allowing the model to adjust the rest, particularly the upper body joints. As shown in Figures 6 and 5, the model can generate smooth, coordinated movements for both intermediate shaping and specific adjustments, meeting set preconditions.

**Conclusion**

In this work, we propose a novel text-to-human-motion generation framework that leverages a fine-tuned ChatGPT-3.5 model to decompose an intricate text into a set of anatomical text. Our approach bypasses the complexity of language descriptions by leveraging the power of LLMs and outperforms the current state-of-the-art models.

**Limitation** The performance of our model is largely constrained by the broadness of the motion database, as we need to search through the database for reference motion. Though the database only needs to contain the majority of simple actions, but a small database would generally provide low-quality references and affect the performance. In future work, we plan to tackle this issue by distilling simple actions from long video sequences which eases the difficulty of data collection.
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