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Abstract

Human object interaction detection aims at localizing human-object pairs and recognizing their interactions. Trapped by the long-tailed distribution of the data, existing HOI detection methods often have difficulty recognizing the tail categories. Many approaches try to improve the recognition of HOI tasks by utilizing external knowledge (e.g. pre-trained visual-language models). However, these approaches mainly utilize external knowledge at the HOI combination level and achieve limited improvement in the tail categories. In this paper, we propose a dual-prior augmented decoding network by decomposing the HOI task into two sub-tasks: human-object pair detection and interaction recognition. For each subtask, we leverage external knowledge to enhance the model’s ability at a finer granularity. Specifically, we acquire the prior candidates from an external classifier and embed them to assist the subsequent decoding process. Thus, the long-tail problem is mitigated from a coarse-to-fine level with the corresponding external knowledge. Our approach outperforms existing state-of-the-art models in various settings and significantly boosts the performance on the tail HOI categories. The source code is available at https://github.com/PRIS-CV/DP-ADN.

Introduction

Human-Object Interaction (HOI) Detection aims at localizing human-object pairs and recognizing the interactions between them, which is a significant task to make the machine understand human activities in a still image. It can benefit many high-level computer vision tasks, e.g. image captioning, visual grounding, visual question answering, etc.

Current HOI detection methods can be summarized into two paradigms: one-stage methods (Xie et al. 2023), and two-stage methods (Gao, Zou, and Huang 2018; Qi et al. 2018; Kim et al. 2021). These two paradigms have made significant progress with the development of deep learning. However, in compliance with gaps in the frequency of various categories of interactions and objects in the natural world, existing HOI data presents an extremely long-tailed distribution. This poses a challenge for the recent algorithms to effectively learn the tail categories. As a common way to address the long-tailed distribution problem, external knowledge (e.g. vision-language pretraining model) is utilized to enhance the model’s ability on HOI detection (Radford et al. 2021; Li et al. 2021, 2022a; Bao et al. 2022). These vision-language models are trained on large-scale image-text data and show great zero-shot performances in a variety of downstream tasks. Therefore, they can be regarded as a reliable external knowledge source for HOI detection (Wu et al. 2022a; Ning et al. 2023). For instance, Gen-VLKT (Liao et al. 2022) transfers the semantic representation of HOI combinations from CLIP (Radford et al. 2021) to the model via knowledge distillation, endowing the model with enhanced HOI recognition ability and zero-shot detection capability.

However, there are still issues with the way it utilizes external knowledge, among which the most questionable is that such a strategy has not led to significant improvements in model performance on the tail categories where external knowledge is most needed. How to effectively migrate external knowledge to HOI detection remains an open question. According to the explanation of VCL (Hou et al. 2020),
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A holistic approach to recognizing object interactions can be viewed as a composition consisting of object type and interaction (verb) type, given that the interacting subject is identified as human. In general, human-object interaction (HOI) detection can be divided into two sub-tasks: human-object pair detection and interaction recognition. Since the decision conditions of the entire composition are more stringent than either of its elements, problems in sub-tasks also affect the entire task. As shown in Figure 1, the data corresponding to the object and verb levels have serious long-tailed distributions, which exacerbates the difficulty of the model in recognizing the tail categories at the HOI composition level. Existing methods mainly focus on the long-tail effect at the combination level, and ignore the impact at the object and verb levels. Therefore, their ability to recognize the tail HOI categories is limited.

According to the above analysis, we propose a dual-prior augmented decoding process to reduce the impact of long-tail distribution from both the object level and interaction(verb) level. Specifically, we leverage the knowledge of the external object and verb classifiers to augment the decoding process. For each decoder, we acquire the semantic prior from the obtained candidate categories. For the object prior, we hope to select the objects that participate in the interaction. For the interaction(verb) prior, we want to reduce the impact of misclassifications caused by the interaction classifier. The selected prior knowledge is then embedded in the encoded image feature by the prior semantic embedding module to assist the subsequent decoding process. Finally, we introduce a Conditional DeTR decoder (Meng et al. 2021) to better extract the category semantics.

We evaluate our model on two HOI detection datasets, HICO-DET (Chao et al. 2017) and V-COCO (Gupta and Malik 2015), and conduct experiments in the fully-supervised setting and the zero-shot setting. The experimental results demonstrate our method can achieve competitive performances compared with the SOTA methods in various settings. The main contributions of our paper can be summarized as follows:

- We decompose the long-tail problem at the HOI combination level into the object andverb levels. The external knowledge is utilized to improve the learning of tail categories at a finer granularity.
- For the two-branch decoding, we design dual-prior acquisition, dual-prior embedding, and conditional decoder to effectively utilize the subtask knowledge.
- Our method achieves state-of-the-art in various settings and significantly boosts the performance on the rare HOI categories.

**Related Work**

**HOI Detection.** Previous HOI detection methods can be categorized into two-stage and one-stage paradigms. The two-stage methods (Gao et al. 2020; Li et al. 2020a; Ulutan, Iftekhar, and Manjunath 2020; Wan et al. 2023; Zhong et al. 2020; Yang and Zou 2020; Zhang, Campbell, and Gould 2021; Park, Park, and Lee 2023) use an independent detector to obtain object locations and categories, followed by specific modules for human-object association and interaction recognition. In contrast, the one-stage paradigm (Zhong et al. 2022; Zhou and Chi 2019; Wang et al. 2020; Zhong et al. 2021; Yuan et al. 2022b) directly detects human-object pairs with interactions, without the need for stage-wise processing. Recently, several HOI methods, inspired by DeTR-based Detectors (Zhu et al. 2020), have achieved promising performance. QPIC is the first to introduce the DeTR-based detector into HOI detection, effectively aggregating image-wide contextual information and expediting the process of HOI learning. CDN (Zhang et al. 2021) based on a cascade decoder model to mine the benefits of the two-stage and one-stage HOI detectors. We follow this structure and optimize each of the two branches, thus using the enhancements to the model’s ability to recognize objects and interactions to improve the model’s detection of HOI compositions.

**HOI Detection with External Knowledge.** There have been a number of approaches that have utilized a wide variety of external knowledge to enhance the model’s ability to detect HOIs, CATN (Dong et al. 2022) introduces the categories of external detectors as a prior, and RLIP (Yuan et al. 2022a) leverages the VG dataset (Xu et al. 2017) containing relational labels for training. Recently, the Vision-Language Models (VLM) (Radford et al. 2021; Li et al. 2021, 2022a; Gao et al. 2021; Devlin et al. 2018) has demonstrated remarkable generalization capabilities across various downstream tasks (Du et al. 2022; Feng et al. 2022; Gu et al. 2021; Li, Savarese, and Hoi 2022), thus were also transferred into the HOI detection task by previous methods. GEN-VLTK (Liao et al. 2022) employs image feature distillation and initializes classifiers with HOI prompts. HOICLIP (Ning et al. 2023) uses the features obtained by the VLM (Radford et al. 2021) visual encoder. However, these methods only utilize external knowledge at a coarse level. We utilize external knowledge at different levels to better identify the tail categories.

**Methodology**

**Model Architecture**

Figure 2 depicts the overall architecture of our method. The proposed model consists of three main parts: visual encoder, dual-prior augmented decoders, and visual-linguistic knowledge transfer module (VLKT) (Liao et al. 2022). Given an input image $I$, a convolutional neural network (He et al. 2015) is first utilized to extract the visual features. Then the visual features are supplemented with the positional embedding $P_V$ and further fed into the transformer encoder to obtain the feature map $V_d \in \mathbb{R}^{H \times W \times C}$. The dual-prior augmented decoders take $I$ and $V_d$ as input, and process them with object-prior and verb-prior augmented decoders in a cascaded way. These two decoders acquire object-level and verb-level external knowledge to alleviate class imbalance in human-object pair detection and interaction classification respectively. Finally, we introduce the VLKT to utilize external knowledge at the HOI combination level and improve it with a more powerful VLM named BLIP (Li et al. 2022a).
Dual-prior Augmented Decoders

The decoding process consists of object-prior augmented decoder and verb-prior augmented decoder which are connected in a cascading manner. To efficiently utilize both the object and verb prior knowledge, we designed three main modules: dual-prior acquisition, dual-prior embedding, and conditional decoding.

Dual-prior Acquisition. For an input image $I$, we use MLODEcoder (Ridnik et al. 2023) as the external classifier to recognize the objects in it. Assume that there are $E$ objects predicted by the external object classifier, the output object-prior categories can be denoted as $O = \{o_1, o_2, \ldots o_E\}$. For verb-prior acquisition, we propose prompts like “Is the person [verb]ing something?” and ask BLIP (Li et al. 2022a) VQA to give a “Yes” or “No” answer, the category corresponding to a positive answer will serve as a prior for prediction. Assume that there are $F$ verbs predicted by the VQA model, the output verb-prior categories can be denoted as $V = \{v_1, v_2, \ldots v_F\}$. Both priors can be acquired offline.

To encode the prior categories while keeping consistency between the encoding process and the final classification, we encode the priors based on the weights of the corresponding categories of the classifier. We define the weights of the object classifier $CLS_{obj}$ in object augmented decoder and verb classifier $CLS_{verb}$ in verb augmented decoder as $W_o = [w_{o1}, w_{o2}, \ldots, w_{oE}]$ and $W_v = [w_{v1}, w_{v2}, \ldots, w_{vF}]$ respectively, where $w \in \mathbb{R}^N$, $N_o, N_v$ are the number of object and verb categories. Detailed information about $CLS_{obj}$ and $CLS_{verb}$ will be introduced in the subsequent sections. The predicted dual-prior can be encoded as:

$$W_o^{prior} = MLP([w_{o1}, w_{o2}, \ldots, w_{oE}])$$
$$W_v^{prior} = MLP([w_{v1}, w_{v2}, \ldots, w_{vF}]) \tag{1}$$

Then, we incorporate the visual feature $V_d$ to filter the object and verb candidates in the dual-prior. For the object prior, we aim to keep the object candidates that may participate in the interaction. For the verb prior, we aim to reduce the missclassification impact caused by the interaction classifier. We get the score for each prior through an MLP and a cross-attention module (Vaswani et al. 2017) as:

$$S_o = \text{Sigmoid}(\text{CrossAttn}(W_o^{prior}, V_d))$$
$$S_v = \text{Sigmoid}(\text{CrossAttn}(W_v^{prior}, V_d)) \tag{2}$$

The input query is the predicted dual-prior $W_o^{prior}$ and $W_v^{prior}$, while the key and value of the attention module are based on the image feature map $V_d$. Then, we get the dual-prior sets $C_o^{prior} = \{c_o | TopK_o(S_o)\}$, $C_v^{prior} = \{c_v | TopK_v(S_v)\}$, where $K_o$ and $K_v$ represent the prior quantities of reserved objects and verbs. Next, we introduce how to set up the supervision for $S_o$ and $S_v$. Specifically, we extract the objects and interactions present in the image $I$ and remove the categories that do not exist in the dual-prior categories $O$ and $V$. The remaining categories are converted into ground-truth labels denoted as $S_o^{GT}$ and $S_v^{GT}$. We use focal loss (Lin et al. 2017b) to estimate the discrepancy for $S_o$ and $S_v$: 
\[
\mathcal{L}_{cls}^{c} = \text{FocalLoss}(S_o, S^{GT}_o)
\]
\[
\mathcal{L}_{vs}^{c} = \text{FocalLoss}(S_v, S^{GT}_v)
\]

**Dual-prior Embedding.** The dual-prior embedding module aims to explicitly incorporate the filtered prior semantics into the subsequent decoding process. For the object-prior augmented decoder, we concatenate \(C_{o^{prior}}\) with a background embedding to obtain the final object semantic embedding. In the same way, we can acquire the final verb semantic embedding. Similar to CATN (Dong et al. 2022), we extend \(C_{o^{prior}}\) to the same dimension as the input query \(Q_o\) by repeating, and use it to initialize \(Q_o\):

\[
\hat{Q}_o = Q_o + \text{Repeat}(C_{o^{prior}}, N_q)
\]

In the process of feature augmentation, \(C_{o^{prior}} \in \mathbb{R}^{K_o \times C}\) are embedded into the encoded visual features \(V_d\) to get the object augmented visual features \(V_o\) and the verb augmented visual features \(V_v\) respectively:

\[
W_o = \text{Softmax}(\text{MLP}(V_d) \times C_{o^{prior}}^\top) \odot C_{o^{prior}}
\]

\[
W_v = \text{Sigmoid}(\text{MLP}(V_d) \times C_{o^{prior}}^\top) \odot C_{o^{prior}}
\]

\[
V_o = V_d + W_o, V_v = V_d + W_v
\]

Since multiple verbs can occur simultaneously while only one object can occur at the same location, we set the activation function in the embedding processes of verb and object as Sigmoid and Softmax respectively.

**Conditional Decoding.** In order to better detect human-object pairs and recognize interactions based on the prior semantic information embedded in visual features, we improve the decoder structure.

The DeTR-based (Carion et al. 2020) decoder is a stack of decoder layers, each of which is composed of a self-attention layer, a cross-attention layer and a feed-forward layer. The cross-attention layer takes three inputs: queries, keys and values. The key is formed by adding the visual feature denoted as \(c_k\) and its corresponding positional encoding denoted as \(p_k\), and the query formed by adding output from the self-attention layer \(c_q\) and the spatial query \(p_q\). Thus, the attention weight can be computed as:

\[
(c_q + p_q)^\top (c_k + p_k)
\]

\[
= c_q^\top c_k + c_q^\top p_k + p_q^\top c_k + p_q^\top p_k
\]

In order to enable the decoder to better understand the semantic information embedded in the visual features, we follow the design of Conditional DeTR (Meng et al. 2021), adopting the conditional cross-attention mechanism that forms the query by concatenating \(c_q\) and \(p_q\) and the key by concatenating \(c_k\) and \(p_k\), thus the attention weights are:

\[
c_q^\top c_k + p_q^\top p_k
\]

This mechanism allows queries to focus independently on visual features and spatial information. The semantic information embedded in the visual features can be recognized without interference from the spatial information.

In the object-prior augmented decoder, we adopt the conditional cross-attention mechanism (represented as C2Decoder). Since the former is to detect the human-object pair while the latter is to recognize the interaction, the operation details could have discrepancies. For the instance conditional decoder, we use the same decoder architecture as for Conditional DeTR. Here, we set \(c_k\) as \(V_o\) and \(p_k\) as \(V_v\). The decoder predicts the bounding box based on the reference point \(R \in \mathbb{R}^{N_d \times 2}\), which is the unnormalized 2D coordinate generated from the Position Embedding \(P_Q\) using an MLP. In each decoder layer, the conditional spatial query \(p_q\) is predicted from the output query \(Q^\text{out}\) of the previous decoder layer and the reference point \(R\):

\[
p_q = \text{MLP}(Q^\text{out}) \odot \text{sinusoidal}(\text{sigmoid}(R))
\]

and \(c_q\) would be the output query of the self-attention layer. In this way, the instance conditional decoder takes the human query \(Q_h \in \mathbb{R}^{N_d \times C}\) and \(Q_o\), for predicting the position of humans and objects. \(Q_h\) and \(Q_o\) are concatenated together to serve as the input. Thus, the decoding process of the instance decoder can be represented as:

\[
Q^\text{out}, R = \text{C2Decoder}((Q_h : \hat{Q}_o), P_Q, V_o, P_V)
\]

Unlike the instance conditional decoder, the interaction conditional decoder aims at obtaining the verb types and the HOI combination types of the detected human-object pairs. So the reference point is not imported here. The \(c_k\) in the verb-augmented decoder is \(V_v\) and \(p_k\) is still \(P_V\). To construct the semantic and position queries corresponding to \(c_k\) and \(p_k\) from the output of the instance decoder, we decouple the spatial information based on \(Q^\text{out} = [Q_h^\text{out} : Q_o^\text{out}]\) and \(R:\)

\[
S_{p_h} = \text{MLP}(Q_h^\text{out}) \odot \text{sinusoidal}(R_h)
\]

\[
S_{p_o} = \text{MLP}(Q_o^\text{out}) \odot \text{sinusoidal}(R_o)
\]

\[
Q_{sp} = \text{MLP}(\text{Concat}(S_{p_h}, S_{p_o}))
\]

where we set \(p_q\) as \(Q_{sp}\) in various layers since the spatial location of the human-object pair has been determined in the instance decoder. And \(c_q\) is based on semantic query \(Q_{se} \in \mathbb{R}^{N_d \times C}\) computed as \((Q_h^\text{out} + Q_o^\text{out})/2\). In this way, we decouple the positional and semantic information \(Q_{sp}, Q_{se}\) from the output of the instance decoder, and they are used as the input of the interaction decoder. Thus, the decoding process of the interaction decoder can be represented as:

\[
Q_{inter} = \text{C2Decoder}(Q_{se}, Q_{sp}, V_v, P_V)
\]

**Visual-Linguistic Knowledge Transfer**

In order to preserve the way of utilizing external knowledge at the combination level, following Gen-VLKT (Liao et al. 2022), we leverage and improve the Visual-Linguistic Knowledge Transfer (VLKT) module by replacing CLIP (Radford et al. 2021) with BLIP (Li et al. 2022a) as the teacher network for VLKT, so as to utilize its ability to pay attention to textual details that it possesses due to the Language Modeling loss to better recognize interactions. Specifically, we exploit the knowledge of its visual encoder by using L1 loss to pull the distance between the average value
of $Q_{\text{inter}}$ and the global features of the entire image computed by the BLIP image encoder. For the text encoder, we construct the prompt from three levels: object, verb, and combination. The prompts are designed in the way of “a person and a [object]”, “a person is [verb]ing something” and “a person is [verb]ing a [object]”. In this way, we obtain the corresponding semantic embeddings $E_v \in \mathbb{R}^{N_v \times C}$, $E_o \in \mathbb{R}^{N_o \times C}$, $E_{\text{hoi}} \in \mathbb{R}^{N_{\text{hoi}} \times C}$, where $N_{\text{hoi}}$ is the number of HOI combinations. These embeddings will be used to initialize the weights of the corresponding classifiers based on one linear layer $CLS_{\text{obj}}$, $CLS_{\text{verb}}$, $CLS_{\text{hoi}}$. The weights are trained with a lower learning rate for preserving the knowledge in the initial text features.

**Training and Inference**

**Training.** In the training stage, we utilize multiple FFN heads to output the bounding boxes of human-object pairs. Specifically, due to the introduction of conditional decoder (Meng et al. 2021), given that $R = (R_o, R_h)$, the final bounding box of the human $B_h \in \mathbb{R}^{N_v \times 4}$ and the object $B_o \in \mathbb{R}^{N_o \times 4}$ is generated as:

$$B_o = R_o + \text{FFN} \left( S_{p_o} \right), B_h = R_h + \text{FFN} \left( S_{p_h} \right)$$

(13)

To make the output verb prior correspond to the output, following (Ning et al. 2023), we employ MLP to extract verb features $Q_{\text{verb}}$ from $Q_{\text{inter}}$ and use verb classifier $CLS_{\text{verb}}$ and HOI classifier $CLS_{\text{hoi}}$ to obtain verb and HOI combination level scores $S_{\text{verb}}, S_{\text{hoi}}$ respectively:

$$Q_{\text{verb}} = \text{MLP} \left( Q_{\text{inter}} \right)$$

(14)

$$S_{\text{verb}} = CLS_{\text{verb}} \left( Q_{\text{verb}} \right)$$

(15)

$$S_{\text{hoi}} = CLS_{\text{hoi}} \left( Q_{\text{inter}} \right)$$

(16)

Define the interaction score as $S_{\text{inter}}$, the final HOI combination logit is:

$$S = S_{\text{hoi}} + \alpha S_{\text{verb}}$$

(17)

Where $\alpha$ is a weighting parameter. The cost for bipartite matching shares the same strategy with previous methods, consisting of the box regression loss $L_b$, the intersection-over-union loss $L_u$ and the classification loss $L_c$.

$$L_{\text{cost}} = \lambda_b \sum \mathcal{L}^b_i + \lambda_u \sum \mathcal{L}^u_i + \sum \lambda_c^k \mathcal{L}_c^k$$

(18)

In the process of training backpropagation, we follow the training loss of Gen-VLKT, and introduce the supervision loss $L_{\text{cls}}$ and $L_{\text{cls}}$ for prior selection modules:

$$L = L_{\text{cost}} + \lambda_{\text{mimic}} L_{\text{glo}} + \lambda_{\text{go}}^o L_{\text{cls}}^o + \lambda_{\text{go}}^h L_{\text{cls}}^h$$

(19)

where $\lambda_b, \lambda_u, \lambda_c^k, \lambda_{\text{glo}}^o, \lambda_{\text{go}}^o, \lambda_{\text{go}}^h$ are the hyper-parameters for adjusting the weights of each loss.

**Inference.** Following Gen-VLKT (Liao et al. 2022), we combine object scores $S_{\text{obj}}$ output by $CLS_{\text{obj}}$ with previous training logits as the final HOI triplet score:

$$\text{score}^n = S^n + S_{\text{obj}}^m \cdot S_{\text{obj}}^n$$

(20)

where $n$ is the HOI category index and $m$ is the object category index corresponding with $n$'s HOI category. Finally, triplet NMS is applied to top-K HOI triplets based on $\text{score}$.

**Experiments**

**Datasets.** Our experimental evaluation is based on two widely-adopted benchmarks, namely HICO-DET (Chao et al. 2017) and V-COCO (Gupta and Malik 2015). HICO-DET comprises a total of 47,776 images, with 38,118 images allocated for training and 9,658 for testing. The dataset includes annotations for 600 categories of Human-Object Interaction (HOI) triplets, derived from 80 object categories and 117 verb categories. Notably, 138 categories within the HOI set contain fewer than 10 training instances, and are therefore classified as “Rare”, while the remaining 462 categories are classified as “Non-Rare”.

**Evaluation Metrics.** We adopt the evaluation metric of mean Average Precision (mAP) used in previous works (Chao et al. 2017; Wan et al. 2019). A HOI triplet prediction is considered a true positive example if it satisfies the following criteria: 1) The Intersection over Union (IoU) of the human bounding box and the object bounding box with respect to the ground truth (GT) bounding box is greater than 0.5. 2) The predicted interaction category is accurate.

**Zero-shot Setting.** Following prior works (Liao et al. 2022; Hou et al. 2020), we conduct our zero-shot experiments in four different ways: Rare First Unseen Combination (RF-UC), Non-rare First Unseen Combination (NF-UC), Unseen Verb (UV), Unseen Object (UO). In the RF-UC setting, we select all HOI categories as unseen categories, while in the NF-UC setting, we use head HOI categories as unseen categories. Under the UV and UO settings, some verb or object categories are not included in the training set, respectively. In the UC settings, all verb and object categories are present during training, but certain HOI combinations are omitted.

**Implementation Details.** For a fare comparison with previous methods (Newell, Yang, and Deng 2016; Lin et al. 2017a), we use ResNet-50 (He et al. 2015) as our backbone feature extractor. We follow the hyperparameter setting of Gen-VLKT (Liao et al. 2022), and the weight coefficients $\lambda_{\text{cls}}^o$ and $\lambda_{\text{cls}}^h$ are set to 1. We first train the model for 60 epochs with a learning rate of $10^{-4}$ that decreases by a factor of 10 for another 30 epochs. All experiments are conducted on 4 NVIDIA 3090 GPUs and the batch size is 16.

**Comparison to State-of-the-Art**

In order to further validate the effectiveness of our approach, we conduct a comparative analysis of our model’s performance against the default HOI detection settings. Table 1 presents the performance evaluation on HICO-DET and V-COCO. Our method outperforms the existing methods in various settings. Especially for the rare categories, our model achieves mAP 35.8 which significantly outperforms our baseline Gen-VLKT (Liao et al. 2022) by a margin of mAP 6.25. As for the “Full” setting, our model also outperforms the existing methods. For the V-COCO dataset, we present the results in Table 1, we surpass the performance of Gen-VLKT, achieving a better performance with an AP of 62.68. However, given the smaller scale of the V-COCO dataset, featuring fewer and simpler interaction combinations, our method’s improvement on this dataset is not
Table 1: Comparison with state-of-the-art methods on HICO-DET and V-COCO.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Full</th>
<th>Rare</th>
<th>Non-Rare</th>
<th>Full</th>
<th>Rare</th>
<th>Non-Rare</th>
<th>AP#1 role</th>
<th>AP#1 role</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPDM (Liao et al. 2019)</td>
<td>Hourglass-104</td>
<td>21.73</td>
<td>13.78</td>
<td>24.10</td>
<td>24.58</td>
<td>16.65</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IDN (Li et al. 2020b)</td>
<td>ResNet-50</td>
<td>23.36</td>
<td>22.47</td>
<td>23.63</td>
<td>26.43</td>
<td>25.01</td>
<td>28.22</td>
<td>52.9</td>
<td>-</td>
</tr>
<tr>
<td>HOI-Trans (Zou et al. 2021)</td>
<td>ResNet-50</td>
<td>23.46</td>
<td>16.91</td>
<td>25.41</td>
<td>26.15</td>
<td>19.24</td>
<td>26.84</td>
<td>49.3</td>
<td>-</td>
</tr>
<tr>
<td>ATL (Hou et al. 2021a)</td>
<td>ResNet-50</td>
<td>28.52</td>
<td>21.64</td>
<td>30.59</td>
<td>31.18</td>
<td>24.15</td>
<td>33.29</td>
<td>58.8</td>
<td>-</td>
</tr>
<tr>
<td>AS-Net (Chen et al. 2021)</td>
<td>ResNet-50</td>
<td>28.87</td>
<td>25.25</td>
<td>30.25</td>
<td>31.74</td>
<td>27.07</td>
<td>33.14</td>
<td>53.9</td>
<td>-</td>
</tr>
<tr>
<td>IDN (Li et al. 2020b)</td>
<td>ResNet-50</td>
<td>23.36</td>
<td>22.47</td>
<td>23.63</td>
<td>26.43</td>
<td>25.01</td>
<td>26.85</td>
<td>53.3</td>
<td>60.3</td>
</tr>
<tr>
<td>HOI-Trans (Zou et al. 2021)</td>
<td>ResNet-50</td>
<td>23.46</td>
<td>16.91</td>
<td>25.41</td>
<td>26.15</td>
<td>19.24</td>
<td>28.22</td>
<td>52.9</td>
<td>-</td>
</tr>
<tr>
<td>ATL (Hou et al. 2021a)</td>
<td>ResNet-50</td>
<td>28.52</td>
<td>21.64</td>
<td>30.59</td>
<td>31.18</td>
<td>24.15</td>
<td>33.29</td>
<td>58.8</td>
<td>-</td>
</tr>
<tr>
<td>AS-Net (Chen et al. 2021)</td>
<td>ResNet-50</td>
<td>28.87</td>
<td>25.25</td>
<td>30.25</td>
<td>31.74</td>
<td>27.07</td>
<td>33.14</td>
<td>53.9</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Comparison with state-of-the-art methods under zero-shot settings. In the table, RF is short for rare first, NF is short for non-rare first, and UO, UV indicate unseen object and unseen verb settings, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Unseen</th>
<th>Seen</th>
<th>Full</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCL (Hou et al. 2020)</td>
<td>RF-UC</td>
<td>10.06</td>
<td>24.28</td>
<td>21.43</td>
</tr>
<tr>
<td>ATL (Hou et al. 2021a)</td>
<td>RF-UC</td>
<td>9.18</td>
<td>24.67</td>
<td>21.57</td>
</tr>
<tr>
<td>FCL (Hou et al. 2021b)</td>
<td>RF-UC</td>
<td>13.16</td>
<td>24.23</td>
<td>22.01</td>
</tr>
<tr>
<td>Gen-VLKT (Liao et al. 2022)</td>
<td>RF-UC</td>
<td>21.36</td>
<td>32.91</td>
<td>30.56</td>
</tr>
<tr>
<td>HOICLIP (Ning et al. 2023)</td>
<td>RF-UC</td>
<td>25.53</td>
<td>34.85</td>
<td>32.99</td>
</tr>
<tr>
<td>Ours</td>
<td>RF-UC</td>
<td>31.83</td>
<td>34.32</td>
<td>34.32</td>
</tr>
<tr>
<td>VCL (Hou et al. 2020)</td>
<td>NF-UC</td>
<td>16.22</td>
<td>18.52</td>
<td>18.06</td>
</tr>
<tr>
<td>ATL (Hou et al. 2021a)</td>
<td>NF-UC</td>
<td>18.25</td>
<td>18.78</td>
<td>18.67</td>
</tr>
<tr>
<td>FCL (Hou et al. 2021b)</td>
<td>NF-UC</td>
<td>18.66</td>
<td>19.55</td>
<td>19.37</td>
</tr>
<tr>
<td>Gen-VLKT (Liao et al. 2022)</td>
<td>NF-UC</td>
<td>25.05</td>
<td>23.38</td>
<td>23.71</td>
</tr>
<tr>
<td>HOICLIP (Ning et al. 2023)</td>
<td>NF-UC</td>
<td>26.39</td>
<td>28.10</td>
<td>27.75</td>
</tr>
<tr>
<td>Ours</td>
<td>NF-UC</td>
<td>31.42</td>
<td>31.75</td>
<td>31.20</td>
</tr>
</tbody>
</table>

Table 3: Comparison with different prior encoding strategies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Full</th>
<th>Rare</th>
<th>Non-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>34.77</td>
<td>33.48</td>
<td>35.15</td>
</tr>
<tr>
<td>BLIP Text Embedding</td>
<td>35.35</td>
<td>34.48</td>
<td>35.61</td>
</tr>
<tr>
<td>Ours</td>
<td>35.91</td>
<td>35.82</td>
<td>35.94</td>
</tr>
</tbody>
</table>

Table 4: Ablation study. The results about Dual-prior Acquisition (DA), Dual-prior Embedding (DE), and Conditional Decoder (C2D). (o) signifies the effect of the module in the object-prior augmented decoder and (v) represents its effect in the verb-augmented decoder.

<table>
<thead>
<tr>
<th>DA(o) DE(o) DE(v) DA(v) C2D</th>
<th>Full</th>
<th>Rare</th>
<th>Non-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline(CLIP-based VLKT)</td>
<td>33.75</td>
<td>29.25</td>
<td>35.01</td>
</tr>
<tr>
<td>baseline(BLIP-based VLKT)</td>
<td>33.85</td>
<td>30.49</td>
<td>34.86</td>
</tr>
<tr>
<td>✓</td>
<td>33.93</td>
<td>31.47</td>
<td>34.66</td>
</tr>
<tr>
<td>✓ ✓</td>
<td>34.34</td>
<td>31.67</td>
<td>35.13</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>34.54</td>
<td>33.73</td>
<td>34.78</td>
</tr>
<tr>
<td>✓ ✓ ✓ ✓</td>
<td>35.14</td>
<td>35.10</td>
<td>35.16</td>
</tr>
<tr>
<td>✓ ✓ ✓ ✓ ✓</td>
<td>35.91</td>
<td>35.82</td>
<td>35.94</td>
</tr>
</tbody>
</table>

Table 5: Ablation study. The results about Dual-prior Acquisition (DA), Dual-prior Embedding (DE), and Conditional Decoder (C2D). (o) signifies the effect of the module in the object-prior augmented decoder and (v) represents its effect in the verb-augmented decoder.

Model Analysis

Mitigation for the long tail effect. We analyze the model’s ability to address the impact caused by long-tail distribution in three settings: HOI combinations, verbs, and objects. For each object or verb category, we take the average AP of its corresponding HOI combinations and consider it as significant as observed in HICO-DET. Moreover, we did not use the conditional decoder module for the V-COCO dataset, because many examples do not have interactive objects, which makes it difficult for the model to detect based on the reference point. We also perform experiments in zero-shot settings, including RF-UC, NF-UC, UV, and UO. The results are presented in Table 2. Our method achieves state-of-the-art performance across multiple settings. Compared with Gen-VLKT, we achieve a remarkable +10.47 mAP increase under RF-UC settings across unseen categories and a noteworthy +6.49 mAP improvement for unseen categories under the UV setting.
Table 5: Comparison with different $K_o$ and $K_v$

<table>
<thead>
<tr>
<th>$K_o$</th>
<th>Rare</th>
<th>Non-Rare</th>
<th>$K_v$</th>
<th>Rare</th>
<th>Non-Rare</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>34.94</td>
<td>35.26</td>
<td>4</td>
<td>34.23</td>
<td>35.55</td>
</tr>
<tr>
<td>4</td>
<td>35.50</td>
<td>35.80</td>
<td>5</td>
<td>35.50</td>
<td>35.80</td>
</tr>
<tr>
<td>5</td>
<td>34.59</td>
<td>35.96</td>
<td>6</td>
<td>35.46</td>
<td>35.49</td>
</tr>
</tbody>
</table>

Figure 3: Mitigation for the long tail effect at the HOI, verb, and object levels.

the AP of the category. The top one-third of categories are designated by sample size as the head categories, while the remaining two-thirds are categorized as tail categories. We calculate the average difference between our method and the baseline (Liao et al. 2022) for each head category and tail category based on mAP. As shown in Figure 3, the average mAP difference for the tail categories (blue) is stronger than that for the head categories (orange), both at the object level and at the verb level, indicating that the external knowledge improves the model’s ability to deal with the long-tail effect at a finer granularity, thus has a very obvious improvement on the overall combination level.

BLIP-Based VLKT evaluation. We compare the effects of Gen-VLKT (Liao et al. 2022) based on CLIP (Radford et al. 2021) and BLIP (Li et al. 2022a) as shown in Table 4, and BLIP-based Gen-VLKT improves the model’s performance in the tail categories. Compared with CLIP, BLIP adopted LM loss in the training process, thus able to pay more attention to the details of the labels, and better recognize the fine-grained interaction information.

Prior Encoding. We try different strategies for encoding the prior, see Table 3, and the existing classifier weight-based encoding achieves optimal results, which shows that encoding the prior knowledge based on classifier weights can maintain the consistency of prior semantics, allowing the model to better leverage external knowledge.

Dual Prior Selection Module. We test the effect of the priority selection module on the object branch and the interaction branch respectively in Table 4. It plays an important role in the introduction of both the object and the verb priors and it improves the AP of the Rare categories by 0.98 and 1.5 respectively. For the choice of hyperparameter, we train the model with different $K_o$ and $K_v$, it achieves the best performance when $K_o = 4$ and $K_v = 5$ as shown in Table 5.

Dual Prior Embedding. As shown in Table 4, the Prior Semantic Embedding module brings significant improvement, we analyze its principle by visualization. Figure 4 shows two images misrecognized by the previous method. The Prior Selection module selects the prior categories of ‘backpack’ (up) and ‘wash’ (down) for the two images respectively. Based on the weight maps, we illustrate the attended regions of the prior semantics during the computation of $W_o$ and $W_v$. It can be observed that the areas of interest for the object prior include all locations in the prior images where backpacks are present. Meanwhile, the interaction branch concentrates on the main areas related to the verb ‘wash’, such as the bowl, hand, and faucet.

Conditional Decoder. According to Table 4, the conditional decoder improves the performance of the model on both head and tail categories. This suggests that conditional cross-attention can better assist the model in understanding visual features augmented by prior knowledge.

Conclusion

In this paper, we propose a novel dual-prior augmented network to deal with the long-tail problem in the human object interaction detection task. We decouple the HOI detection task into human-object pair detection and interaction recognition tasks and introduce external knowledge separately to alleviate the impact of the long-tail effect on these sub-tasks. We design dual-prior acquisition, dual-prior embedding, and conditional decoder to effectively utilize external knowledge. Our method achieves state-of-the-art performance across diverse configurations and demonstrates promising capability in detecting rare HOI categories.
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