iDet3D: Towards Efficient Interactive Object Detection for LiDAR Point Clouds
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Abstract

Accurately annotating multiple 3D objects in LiDAR scenes is laborious and challenging. While a few previous studies have attempted to leverage semi-automatic methods for cost-effective bounding box annotation, such methods have limitations in efficiently handling numerous multi-class objects. To effectively accelerate 3D annotation pipelines, we propose iDet3D, an efficient interactive 3D object detector. Supporting a user-friendly 2D interface, which can ease the cognitive burden of exploring 3D space to provide click interactions, iDet3D enables users to annotate the entire objects in each scene with minimal interactions. Taking the sparse nature of 3D point clouds into account, we design a negative click simulation (NCS) to improve accuracy by reducing false-positive predictions. In addition, iDet3D incorporates two click propagation techniques to take full advantage of user interactions: (1) dense click guidance (DCG) for keeping user-provided information throughout the network and (2) spatial click propagation (SCP) for detecting other instances of the same class based on the user-specified objects. Through our extensive experiments, we present that our method can construct precise annotations in a few clicks, which shows the practicality as an efficient annotation tool for 3D object detection.

Introduction

3D object detection is a long-standing research topic that has been actively studied in industrial fields such as autonomous driving (Geiger, Lenz, and Urtasun 2012; Mao et al. 2022) and robotics (Geiger et al. 2013; Wang and Posner 2015). Although LiDAR point clouds have been widely used to efficiently represent complex scenes in 3D applications, their sparse and orderless nature leads their annotation process to be costly and erroneous (Luo et al. 2023; Hu et al. 2022; Wu et al. 2021), which can be a bottleneck for developing robust 3D object detectors. For instance, even the renowned benchmark dataset, KITTI (Geiger, Lenz, and Urtasun 2012), contains several mislabeled objects (Li et al. 2020a).

To alleviate the complexity of LiDAR object annotation, this paper incorporates user interactions (i.e., clicks) into 3D object detectors as in the literature of interactive segmentation (Jang and Kim 2019; Lin et al. 2020; Liu et al. 2022). However, due to the unique aspects of point cloud data, interactive annotation methods should consider the following requirements. (1) Distinguishing the points of foreground objects from the others is challenging in sparse point clouds (Guo et al. 2020); mispredictions should be effectively handled. (2) A point cloud scene often contains multiple 3D instances of different categories; each user interaction should not be limited to a single object. Thus, without properly taking account of the aspects, simply extending existing interactive approaches to 3D object detection may produce sub-optimal and insufficient results.

By addressing the aforementioned requirements, we propose an interactive 3D object detector called iDet3D, which includes three components: negative click simulation (NCS), dense click guidance (DCG), and correlation-based spatial click propagation (SCP). Based on our user-friendly annotation and click-encoding algorithm for point clouds, which allow users to easily click on a 2D visual interface without laboriously exploring 3D space, such components boost the efficiency and effectiveness of our proposed iDet3D.

Since iDet3D should be able to effectively remove false-positive predictions by applying a few negative clicks, it is important to simulate negative clicks at training time properly. Our NCS strategy aims to assign negative click candidates on background points that are prone to be mistakenly predicted as foreground instances. In addition, the two click propagation strategies, DCG and SCP, helps iDet3D to maintain and propagate user guidance throughout deep network layers and spatial point embeddings, respectively. To the best of our knowledge, iDet3D, which is supported by the proposed components, is the first interactive 3D framework capable of detecting numerous 3D multi-class objects.

In Figure 1, we demonstrate an interactive annotation example of our proposed iDet3D, giving a positive click on the pedestrian followed by a negative click to suppress the false positives. Our main contributions are as follows:

- We propose iDet3D, a novel interactive 3D object detector that detects multiple objects of different categories in LiDAR point clouds within a few user clicks.
- The NCS strategy makes iDet3D be capable of reducing false-positives by leveraging user-given negative clicks.
- We carefully design effective click propagation methods (DCG and SCP) to take full advantage of user-provided interactions throughout the network and a 3D scene.
Related Work

3D Object Detectors

Voxel-based. To use the mature convolutional neural networks (CNNs) in processing the unordered 3D point clouds, previous studies (He et al. 2020; Liu et al. 2020; Shi and Rajkumar 2020; Zheng et al. 2021) have proposed to transform sparse point clouds into dense voxel grids through spatial quantization (i.e., voxelization). Although this enables CNN-based analysis of 3D scenes (Wang and Posner 2015) via 3D sparse convolution (Yan, Mao, and Li 2018) or pillars (Lang et al. 2019), voxel-based methods inevitably suffer from information loss caused by their inability to fully exploit the original structural information (Xu et al. 2021; Akhtar et al. 2020). In addition, their computational costs increase cubically with input resolution, while requiring additional time for input pre-processing and post-processing.

In interactive applications, it is intuitive that the response time (or latency) of an algorithm is particularly important for a better user experience. Since the aforementioned problems of voxel-based detectors may hinder flexible real-time interactions, we consider point-based backbones in this paper.

Point-based. Unlike voxel-based ones, point-based detectors directly take 3D point coordinates as input and then analyze per-point embeddings. After PointNet (Qi et al. 2017), the first backbone architecture that directly analyzes point clouds, was introduced, various point-based detectors (Shi and Rajkumar 2020; Li et al. 2020b; Yang et al. 2020; Zhang et al. 2022) have been developed. Compared to voxel-based models, point-based methods are generally more efficient in terms of memory (Guo et al. 2020).

Point-based detectors can be divided into two-stage and single-stage detectors. Although early studies have focused on two-stage approaches (Shi, Wang, and Li 2019; Qi et al. 2019) due to the limited detection accuracy of single-stage detectors, two-stage detectors can also suffer from low inference speed problems caused by their time-consuming layers. Thus, recent studies have focused on designing efficient but effective single-stage 3D detectors. 3DSSD (Yang et al. 2020) was proposed as the first single-stage point-based 3D object detector, which removes computational-heavy components for 3D proposals and overcomes the following performance drop through semantic feature-based farthest point sampling (FPS). Afterwards, a highly efficient 3D detector called IA-SSD (Zhang et al. 2022) was introduced for deployment in practice, which replaces time-consuming FPS with instance-aware downsampling MLP layers.

Since IA-SSD achieved competitive detection accuracy while maintaining high efficiency, we employ this architecture as the backbone of iDet3D. To present that the principle of iDet3D is applicable to other single-stage detectors, we also exploit 3DSSD backbone in our experiment.

Interactive Point Cloud Annotation

A few approaches have been proposed to incorporate interactive techniques into 3D point clouds. For point cloud segmentation tasks, scribble and click-based interactive refinement approaches have been investigated (Shen et al. 2020; Kontogianni et al. 2022). In 3D object detection, an interactive annotation framework based on LiDAR sensor fusion and one-click bounding box drawing was introduced (Wang et al. 2019). Afterwards, a more advanced annotation system that supports smart 3D bounding box initialization and automatic box fitting was developed (Li et al. 2020a).

While the previous methods can accelerate point cloud annotation compared to manual labeling processes, such interactive schemes are still limited to identifying an individual instance at once, i.e., users can modify the annotation of only a single object for each interaction.

Method

Overview. Throughout this paper, we describe our proposed iDet3D based on the IA-SSD backbone (Zhang et al. 2022), a recently proposed 3D object detector. It is noteworthy that our principle can be easily applicable to other single-stage point-based detectors. iDet3D supports two types of user interactions: class-specific positive and class-agnostic negative clicks, which are designed to indicate the locations of foreground objects and background regions, respectively. Figure 2 shows the overall architecture of iDet3D.
Click Encoding

A straightforward approach to provide interaction to a given 3D scene is to directly click on the objects of interest (Kontogianni et al. 2022). However, the process of specifying the 3D coordinates of a small point in a vast 3D space imposes a significant cognitive burden on users.

Instead, we develop a user-friendly interface in 2D view, where users can provide simple 2D clicks on target objects. For a better understanding, we visualize the difference between 3D and our 2D interfaces. In the 3D interface, a slight shift of a cursor may lead to undesired movements of coordinates in another axis. However, our 2D annotation environment can mitigate such errors by eliminating the requirement of specifying z-axis locations.

Suppose that $K$ class-specific positive clicks are provided on a scene to annotate foreground objects of total $C$ categories. Then, the $k$-th click can be written as $(p_k, c_k)$, where $p_k = (p_{k,x}, p_{k,y})$ denotes the 2D coordinate of the click, and $c_k \in \{1, \ldots, C\}$ is the corresponding class. Following the convention of deep interactive annotation methods (Xu et al. 2016), we transform user clicks into the corresponding distance heatmap to generate a proper input for point-based detectors. Given a 3D point cloud scene composed of $N$ points $\{(x_i, y_i, z_i)\}_{i=1}^N$, we encode $(p_k, c_k)$ into a click-wise encoding $E_k \in \mathbb{R}^N$, whose $i$-th element is

$$E_k[i] = \exp \left( \max \left\{ \frac{r - d}{\tau}, 0 \right\} \cdot \log 2 \right) - 1. \quad (1)$$

In Eq. (1), $d = \sqrt{(p_{k,x} - x_i)^2 + (p_{k,y} - y_i)^2}$ represents the 2D Euclidean distance between $p_k$ and $(x_i, y_i)$, and $\tau$ is a hyperparameter to control the distance threshold. Note that $E_k$ is designed to highlight $p_k$ and its neighboring points within the $[0, 1]$ scale.

To effectively feed the encoded clicks $\{E_k\}_{k=1}^K$ to networks, we define a class-wise click encoding $U_c \in \mathbb{R}^N$ for class $c \in \{1, \ldots, C\}$ via element-wise max pooling, i.e.,

$$U_c[i] = \max\{E_k[i]|c_k = c, \forall k \in \{1, \ldots, K\}\}. \quad (2)$$

Once $C$ encodings are generated, we concatenate $\{U_c\}_{c=1}^C$ to the corresponding input points. For better understanding, we visualize an example of $U_c$ computed by two clicks of Car class in Figure 3. We define a vanilla model by a combination of this click encoding and the backbone encoder.

Negative Click Simulation

We observe that the vanilla model with only positive clicks fails to separate background point clouds from foreground ones, causing unexpected false-positive predictions. To mitigate a similar problem, previous studies on interactive segmentation (Xu et al. 2016; Sofiiuk, Petrov, and Konushin 2022) have made use of negative clicks to indicate the undesired region. In general, they randomly sample negative
clicks based on the assumption that real users are likely to provide negative clicks to areas outside foreground regions but near object boundaries. However, because false positives in 3D object detection can happen regardless of foreground object locations, the simulation strategy of interactive segmentation may not derive reasonable negative clicks.

Instead, we propose negative click simulation (NCS) suitable for 3D object detection with the goal of sampling challenging background points that are likely to be inaccurately predicted as foreground. For this purpose, we take advantage of MLP-based scoring embedded in the down-sampling approaches of recent point-based detectors (Zhang et al. 2022; Chen et al. 2022). This method assigns high scores to potential foreground points or critical information for segmentation may not derive reasonable negative clicks.

We expand the functionality of this layer to act as a negative click simulator by selecting background points with high foreground scores as negative clicks. After this simulation strategy, we sample top-$K_n$ background points and encode them with the same manner of positive clicks, i.e., click encoding becomes $(C + 1)$ channels, where the additional single channel is for class-agnostic negative clicks.

**User Click Propagation**

In addition to the limitation of false-positive predictions, we discover that the vanilla model sometimes fails to detect the user-specified object. This finding implies two drawbacks of the model: (1) user intention can be diluted through the forward pass of backbone layers and (2) user clicks are limited in affecting multiple objects. To address these problems, we propose two click propagation methods, which are DCG to make iDet3D sustain user intention and SCP to empower a user click to influence other objects of the same category.

**Dense click guidance (DCG).** If the user click encoding $\{U_c\}_{c=1}^{C+1}$ are only fused to the input points, user intention in the click guidance can be diluted as the network layer goes deeper (Zhang et al. 2019; Ding et al. 2022; Hao et al. 2021). Furthermore, the point-based detectors with down-sampling layers for computational efficiency may cause potential losses of foreground points or critical information for 3D scene understanding (Hu et al. 2021; Zhang et al. 2022). Thus, the following prediction head may be unable to effectively leverage user-provided hints.

To address this problem, we concatenate encoded clicks to input point clouds as well as the intermediate point embeddings of the encoder after each downsampling layer, as illustrated in Figure 2(b). This dense guidance strategy greatly helps iDet3D to utilize user guidance throughout the network without forgetting the user intention.

**Spatial click propagation (SCP).** Most 3D scenes contain not a single but multiple objects. For better efficiency, it is required to utilize user guidance to detect all instances including unspecified objects. However, the click encoding obtained by following Eq. (1) only highlights the single object specified by users. Therefore, it is limited to affecting other instances that have not been explicitly indicated.

Inspired by object counting algorithms (Arteta et al. 2014; Ranjan et al. 2021) and a multi-class 2D interactive detector (Lee et al. 2022), we add the SCP module to the output of the encoder to enhance the click efficiency (Figure 2). Let the output point embeddings of the encoder be $F \in \mathbb{R}^{N' \times D}$, where $N'$ is the number of downsampled points and $D$ indicates the dimension of the embedding. To be aligned with the downsampled points, we define $E'_k \in \mathbb{R}^{N'}$, a downsampled $E_k$ for the $k$-th click, by recomputing Eq. (1) with respect to the encoder output features $F$. Then, we compute a click prototype vector $P_k \in \mathbb{R}^D$ by

$$P_k = \sum_{j}^{N'} \bigg(F[j, :] \cdot \frac{E'_k[j]}{\|E'_k\|_1}\bigg),$$

where $F[j, :] \in \mathbb{R}^D$ is the $j$-th point embedding and $\|E'_k\|_1$ is the $L_1$-norm of $E'_k$. In other words, each $P_k$ is a weighted sum of point embeddings corresponding to the neighboring points of the click, which encodes the prototype representation of the object indicated by the $k$-th click.
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Evaluation protocols. We evaluate iDet3D with comparison to automatic (non-interactive) baselines including voxel-based (Zhou and Tuzel 2018; Yan, Mao, and Li 2018; Wang et al. 2020; Liu et al. 2020; Shi et al. 2020) and point-based 3D object detectors (Yang et al. 2020; Zhang et al. 2022).

Furthermore, the vanilla interactive model (without NCS, DCG, and SCP) serves as a simple baseline. Following the convention of evaluation protocol in interactive segmentation (Li, Chen, and Koltun 2018; Sofiiuk et al. 2020; Sofiiuk, Petrov, and Konushin 2022), we measure the performance by iteratively increasing the number of clicks.

At each interaction, we prioritize reducing false-negative predictions by adding a positive click. If all target objects in a given 3D scene are predicted, we then provide a negative click to suppress false-positive cases if they exist. Quantitative results are reported by averaging the scores of five randomized click sampling trials.

Datasets. KITTI benchmark (Geiger, Lenz, and Urtasun 2012) is a widely used 3D object detection dataset, which consists of 3,712 training and 3,769 validation samples with three object classes: Car, Pedestrian, and Cyclist. Following the official KITTI evaluation protocol, we measure the average precision (AP) metric with an intersection over union (IoU) threshold of 0.7 for Car and 0.5 for Pedestrian and Cyclist. For evaluation, we use KITTI val set instead of the test set because a user click simulation is not allowed in benchmark submission due to the unavailability of ground truth annotation. We also evaluate iDet3D on a more challenging nuScenes dataset (Caesar et al. 2020), which contains 1,000 scenes recorded in Boston and Singapore comprising 20,000 frames. In total, nuScenes includes approximately 1.4M objects with 10 object categories.

For $P_k$, we compute a click-wise correlation map $M_k \in \mathbb{R}^{N'}$ based on the cosine similarity followed by a global sum pooling, which can be represented as

$$M_k[j] = \frac{F[j, :] \odot P_k}{\|F[j, :]\|_2 \| P_k \|_2},$$

where $F[j, :] \odot P_k$ is the inner product of $F[j, :]$ and $P_k$. As $M_k$ is designed to highlight those points with high cosine similarity between their feature embeddings and $P_k$, it is able to spatially propagate a click on a single object to other unspecified ones belonging to the same class. To provide further insight, we illustrate an example in Figure 4.

To aggregate the given click-wise maps before incorporating them into the network, we compute a class-wise correlation map $S_c \in \mathbb{R}^{N'}$ for the class $c$ by

$$S_c[j] = \max\{M_k[j]|c_k = c, \forall k \in \{1, \cdots, K\}\}. (5)$$

Following both DCG and SCP, point embeddings (with class-wise click encodings of $C + 1$ dimension and correlation maps of $C + 1$ dimension) become $(D + 2C + 2)$-dimension vectors, and the detection head takes them as input to make final predictions. It is noteworthy that negative clicks in our system can also affect other unspecified background points since the SCP module generates a negative click-based correlation map.

### Experiments

#### Experimental Settings

**Evaluation protocols.** We evaluate iDet3D with comparison to automatic (non-interactive) baselines including voxel-based (Zhou and Tuzel 2018; Yan, Mao, and Li 2018; Wang et al. 2020; Liu et al. 2020; Shi et al. 2020) and point-based 3D object detectors (Yang et al. 2020; Zhang et al. 2022).
Implementation details. During training and evaluation, we perform positive click simulation by randomly sampling 2D coordinates inside the 3D ground-truth boxes. The number of clicks $K$ is determined as $\min(N_u, N_o)$, where $N_u$ is sampled from $\{0, \cdots, 10\}$ uniformly at random and $N_o$ refers to the number of existing objects in each scene. The distance threshold $\tau$ of user encodings is set to 2.0 in Eq. (1). For negative clicks, we set the maximum number $K_n$ to 10.

For more detailed training configurations for each backbone architecture, readers are referred to the codebases of IA-SSD (Zhang et al. 2022) and SASA (Chen et al. 2022). We use 4 NVIDIA RTX A6000 GPUs for experiments.

Experimental Results

In the experiments, our main interest is two-fold: (1) demonstrating the effectiveness of the interactive approach compared to state-of-the-art automatic (non-interactive) detectors, i.e., the performance can be significantly improved by using a few user clicks, and (2) validating the effectiveness of the proposed components of iDet3D (NCS, DCG, and SCP) by comparing iDet3D to the vanilla model.

KITTI. Table 1 shows quantitative comparison results between the baselines on the KITTI validation set. As shown in the table, iDet3D achieves superior or competitive results compared to non-interactive baselines, which implies that a few user clicks can be fulfilling sources for our model. It is noteworthy that even a single click can be effective in handling relatively challenging cases (Moderate and Hard cases of Car and Cyclist). Also, as the number of clicks increases, the detection accuracy gradually improves, indicating that additional user clicks are successfully incorporated. Several qualitative results are shown in Figure 5.

nuScenes. Next, we perform an evaluation on nuScenes, which has a larger number of object classes than KITTI. In comparison with our backbone IA-SSD (Zhang et al. 2022), Table 2 shows that iDet3D achieves superior detection performance by applying only a single click per frame. Although direct comparison between the detection accuracy of our implemented IA-SSD (and iDet3D) on nuScenes and the reported best accuracy of other non-interactive baselines can be misleading, we confirm that iDet3D with five user clicks shows superior performance compared to the baselines in most of the categories and significantly outperforms them with respect to mAP. Especially, user clicks effectively work on challenging classes indicating that a few clicks can significantly aid our proposed model for 3D detection in LiDAR point clouds. We visualize qualitative results in Figure 6.

Additional Results

Ablation study. Our ablation study analyzes the effect of each component of iDet3D based on the KITTI val. As reported in Table 3, DCG leads to an overall improvement in detection accuracy. This finding suggests that retaining click information throughout the feature extraction process in the encoder is critical. Also, we also discover that NCS significantly enhances overall performance, which emphasizes the
In this paper, we propose iDet3D, the first interactive 3D object detector which is capable of detecting numerous multi-class objects within a few clicks. For effective and efficient 3D detection, we design NCS to filter out false positive predictions via negative clicks, and two click propagation modules (DCG and SCP) to empower user-provided guidance. Based on our extensive experiments showing the superiority of iDet3D in terms of detection accuracy and efficiency, we believe that iDet3D could be a promising option to accelerate data labeling pipelines for LiDAR point clouds.

**Future works.** In this work, iDet3D shows promising results by only analyzing a single frame. However, most LiDAR scenes are composed of multiple consecutive frames, containing complementary information between each other. We expect that iDet3D can be further improved in a multi-frame scenario by effectively handling point embeddings to be aligned between several sequential frames.
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