Abstract

Blind face restoration under extreme conditions entails reconstructing high-quality facial images from severely degraded inputs, often characterized by poor quality and extreme facial poses. These challenges lead to errors in facial structure and unnatural artifacts in restored images. This paper demonstrates the efficacy of leveraging 3D priors to address structural deficiencies in 2D priors while preserving texture details. We introduce FREx (Face Restoration under Extreme conditions), which integrates structure-accurate 3D priors and texture-rich 2D priors into pretrained generative networks. To fuse information from 3D and 2D priors, we propose an adaptive weight module that adjusts feature importance based on input image conditions. This approach enables our model to restore accurate facial structures and natural appearances, even when images suffer significant information loss due to degradation and extreme poses. Extensive experiments on synthetic and real-world datasets validate the effectiveness of our approach.

Introduction

Blind face restoration has demonstrated remarkable potential in restoring high-quality facial images from unknown degradations, including low resolution (Dong et al. 2014; Lim et al. 2017), blur (Kupyn et al. 2018; Shen et al. 2018), noise (Zhang et al. 2017), and compression artifacts (Dong et al. 2015; Li et al. 2014). With the development of deep learning techniques, existing methods (Wang et al. 2021; Zhou et al. 2022) are becoming increasingly effective in enhancing the visual quality of facial images. However, these methods often struggle to restore rational facial structures and details when dealing with images with extremely severe degradations.

In this paper, we present the FREx method, which is designed to handle extreme scenarios such as very severe noise and blur. It is also capable of restoring facial images with large head pose, which is a challenging task in the field of blind face restoration.

Since severely degraded images contain limited useful information, it is crucial to employ prior knowledge to aid in the restoration process. Prior-based methods (Wang et al. 2021; Chan et al. 2021; Yang et al. 2021; Zhou et al. 2022; Gu et al. 2022) have been developed to address this challenge, with previous approaches primarily utilizing 2D priors, such as reference priors (Zhou et al. 2022; Gu et al. 2022) and generative priors (Wang et al. 2021; Chan et al. 2021; Yang et al. 2021).

Reference prior-based methods (Zhou et al. 2022; Gu et al. 2022) typically employ vector quantized codebooks (Van Den Oord, Vinyals et al. 2017) learned by self-reconstruction to predict high-quality facial codes from low-quality inputs. On the other hand, recent generative prior-based methods (Wang et al. 2021; Chan et al. 2021; Yang et al. 2021) encode low-quality images into the latent space and subsequently decode the latent code into high-quality images using a pre-trained generator (Karras et al. 2020). While these methods are effective in generating complex facial details, they often produce erroneous facial structures when dealing with images under extreme facial poses, as they lack 3D information.

To tackle the challenge of restoring severely degraded facial images, we propose to use both 3D and 2D priors simultaneously to achieve superior results. The rationale behind this is twofold: firstly, 3D priors are useful in providing...
robust facial structures, which is essential for further restoration of fine details. Secondly, by leveraging 2D priors on top of these reasonable facial structures, we can better restore rich textures.

To accomplish this, we employ a pretrained 3D module (Chan et al. 2022; Yuan et al. 2023) to provide implicit 3D geometric priors for severely degraded images. Additionally, we use the abundant 2D texture priors encoded in StyleGAN2 (Karras et al. 2020) to restore fine details. Furthermore, to achieve faithful and natural results, we introduce a Adaptive Weighting Block for 3D and 2D information fusion. This module can dynamically control the fusion of 3D and 2D information based on the input image’s facial poses, allowing us to optimally utilize the 2D and 3D priors and restore a more authentic result.

Our contributions are summarized as follows:

- We propose a novel FREx framework for the extreme blind face restoration task. Our FREx incorporates 3D structural priors and 2D texture priors into the restoration process, leading to high-quality restoration results under extreme conditions. Some examples are show in Fig. 1.
- We introduce a novel module called the Adaptive Weighting Block, which enhances the aggregation of 3D and 2D information, resulting in high-quality restored images with improved fine details and reduced artifacts.
- Extensive experiments demonstrate that our method achieve superior performance compared to previous methods in blind face restoration under extreme condition task.

Related Work

Image Restoration

Image restoration is a fundamental task in computer vision that involves various tasks such as super-resolution (Dong et al. 2014; Lim et al. 2017; Timofte et al. 2017; Liu et al. 2018; Zhang et al. 2018b; Yu et al. 2021; Guo et al. 2020; Liu et al. 2020), denoising (Zhang et al. 2017; El Helou, Zhou, and Süssstrunk 2020), deblurring (Shen et al. 2018; Kupyn et al. 2018; Xu et al. 2014), compression removal (Guo and Chao 2016; Dong et al. 2015), low-light recovery (Guo, Li, and Ling 2016; Ly, Li, and Lu 2021; Zhang et al. 2021), and de-weathering (Hao et al. 2019; Li, Tan, and Brown 2015; Li et al. 2016, 2017a,b; Zhang et al. 2023). Recently, deep neural networks have shown remarkable success in these tasks, but most existing methods focus on a specific type of degradation. Therefore, restoring images under extreme conditions remains a challenging and critical task in the field of image restoration.

Blind Face Restoration

The blind face restoration task aims to reconstruct high-quality face images from low-quality inputs that suffer from various unknown degradations. In recent years, there has been an increasing amount of literature to address this task. However, it is challenge to restore high-quality results due to the ill-posed nature of this task. Therefore, some existing works utilize different priors to aid the restoration process.

In general, there are three main popular ways that employ different types of face-specific prior knowledge: geometric priors, reference priors and generative priors.

Geometric Priors, which include facial landmarks (Chen et al. 2018; Kim et al. 2019; Zhu et al. 2016; Yang et al. 2023), face parsing maps (Shen et al. 2018; Chen et al. 2021, 2018), facial component heatmaps (Yu et al. 2018) and face shapes (Zhu et al. 2022), can assist in localizing facial parts. However, there are two main limitations of these priors: 1) these priors are estimated directly from the low-quality inputs, which can lead to erroneous results and may perform poorly in real-world situations. 2) They primarily concentrate on the geometric constraints and may not provide sufficient texture details for effective restoration.

Reference Priors. Previous reference-based methods (Li et al. 2020b, 2018; Dogan, Gu, and Timofte 2019) usually rely on reference images of the same identity, which limits its potential applications in real cases. Recently, some works investigate face dictionaries (Li et al. 2020a) or vector quantized codebooks (Gu et al. 2022; Zhou et al. 2022; Wang et al. 2022) to predict high-quality facial codes from low-quality inputs. These methods first learn a discrete codebook (Van Den Oord, Vinyals et al. 2017) to store the high-quality visual parts of high-resolution face images, then project the degraded image into discrete codes and find their nearest neighbors in the learned codebook for face generation. However, since most high-quality codes are obtained from front-facing images, it becomes challenging to find corresponding parts in the codebook when the input facial pose is unusual. This can result in distorted high-frequency details or loss of sharpness in the restored image.

Generative Priors. Existing generative prior-based works (Gu, Shen, and Zhou 2020; Menon et al. 2020; Wang et al. 2021; Chan et al. 2021; Wu et al. 2021; Yang et al. 2021) generally encode low-quality images into the latent space and decode the latent codes into high-quality images using a pretrained generator (Karras et al. 2020). Some of them (Wang et al. 2021; Chan et al. 2021; Yang et al. 2021) also employ skip connections to enhance the restoration details. Despite their ability in preserving facial identity, they are highly sensitive to disturbances or perturbations. As the degradation level increases, these techniques are more likely to extract incorrect facial structures, leading to flawed structures and distorted facial features in the outputs.

In our method, we propose to combine 2D priors with 3D priors, enabling us to generate results with improved fine structures and details.

Methodology

Overview

The objective of extreme blind face restoration is to restore a high-quality image $I_{\text{out}}$ from a severely degraded input face image $I_{\text{input}}$, while maintaining authenticity with respect to the ground-truth image $I_{\text{HQ}}$.

To achieve this, we propose a novel framework called FREx, which is depicted in Fig. 2(a). Given the input $I_{\text{input}}$, a 3D encoder is used to extract its structural information and a pretrained 3D decoder will return the 3D feature $F_{3D}$ that
contains facial geometry information for further restoration. Afterwards, a 2D encoder is used to extract the remaining information $Z^{2D}$ in the input image, which is used to aid the extracted 3D features to produce more authentic 3D features. At last, we fuse the 3D feature with rich 2D texture priors from the StyleGAN2 (Karras et al. 2020) and produce the final result.

3D Prior Learning

3D Geometry Prior Extraction. Since a pretrained 3D face GAN is capable of providing features that exhibit sufficient structural information, we leverage an existing state-of-the-art network (Chan et al. 2022) as the decoder of our Geometry Prior Extraction Module, whose detailed architecture can be found in the supplementary materials.

As shown in Fig. 2, the input low-quality image is first encoded into a latent code $Z^{3D}$ by the 3D encoder, which is then passed through the pretrained decoder, producing the 3D features $F^{i}_{3D} \in \mathbb{R}^{128 \times 128 \times 32}$. Specifically, in order to extract more structural information from the degraded image, we draw inspiration from (Richardson et al. 2021) and enhance the expressiveness of $Z^{3D}$ by mapping the input image to the $W^+$ space as follows:

$$Z^{3D}, \bar{Z}, P = \text{Enc}_{3D} (I_{input}) , \quad \{F^{i}_{3D}\} = \text{Gen}_{3D} (Z^{3D} + \bar{Z}) , \quad i = 0, 1, 2 , \quad (1)$$

where $P$ denotes the camera parameters estimated from the input image and will be used in the following. $\text{Enc}_{3D}$ and $\text{Gen}_{3D}$ are the 3D encoder and decoder, and $\bar{Z}$ are the offset deviated from $Z^{3D}$.

Faithful 3D Feature Generation. After the above stage, we obtain the 3D features that contain sufficient geometry information. However, there is a possibility of inaccuracy of such information since it is extracted by a pretrained 3D GAN whose network parameters are fixed during training. To guarantee the fidelity and accuracy of the 3D information, we further propose to aid the extracted 3D features with the remaining information from the input image and apply a multi-scale adversarial loss to regularize this process. As shown in Fig 2(a), we first map the input image to a latent code $Z^{2D}$ by a 2D encoder as:

$$Z^{2D} = \text{Enc}_{2D} (I_{input}) , \quad (3)$$

and then upsample it and fuse the upsampled feature with the corresponding 3D feature $F^{i}_{3D}$ progressively by a 2D decoder, producing a set of enhanced features $\bar{F}^{i}_{3D}$. Afterwards, each $\bar{F}^{i}_{3D}$ is mapped to an RGB image $I^{i}_{3D}$ by a convolution layer, and the result is fed to the corresponding discriminator to calculate the multi-scale adversarial loss as:

$$I^{i}_{3D} = \text{Conv} (\bar{F}^{i}_{3D}) , \quad (4)$$

$$L^{i}_{ms-adv} = -\lambda^{i}_{ms-adv} \text{softplus}(D^{i}_{ms}(I^{i}_{3D})) , \quad (5)$$

where $D^{i}_{ms}$ denotes the discriminator at the $i$-th scale, and $\lambda^{i}_{ms-adv}$ denotes the corresponding loss weight.

With the help of the information from the original input image and the supervision of our multi-scale adversarial loss, the geometry information contained in the resulted features $\bar{F}^{i}_{3D}$ is learned to be more reliable and authentic.

3D-2D Prior Fusion

As mentioned, the 3D features generated in our approach contain rich geometric information that helps in reconstructing facial images with good structures. However, they may lack sufficient 2D texture information. To overcome this
limitation, we incorporate the StyleGAN2 generator to extract adequate 2D texture priors. Specifically, we use the latent code $Z_{2D}$ and upsample it progressively through pre-trained StyleGAN2 generator layers to obtain a set of features $F^{i}_{2D} \in \mathbb{R}^{\frac{H \times W}{4^i} \times 512}$ that contain rich texture information:

$$\{F^{i}_{2D}\} = \text{Gen}_{2D}(Z_{2D}), \quad i = 0, 1, 2. \quad (6)$$

The 3D and 2D features are then adaptively fused together by our proposed Adaptive Weighting Block (AWB) to get better results. The detailed architecture of the AWB is shown in Fig. 2(b), which is inspired by the Weight Modulation of StyleGAN2. The difference is that our AWB is controlled by the head pose of the input image. This is motivated by the fact that for input images with large head poses, StyleGAN2 may generate results with distorted facial structures and unpleasing artifacts. Thus, the proportion of such information should be decreased. Conversely, for input images with minor head poses, the 2D features can be more effectively utilized to improve the visual quality of the reconstructed facial images. This approach ensures that the fusion process optimally leverages the strengths of each feature type while mitigating the negative effects of potential distortions and artifacts.

Specifically, at the $i$-th scale, we first use an embedding layer to encode the head pose $P$, which is then combined with the 3D feature $\tilde{F}^{i}_{3D}$ to produce two modulation parameters $\alpha$ and $\beta$ that are used to modulate the 2D feature $F^{i}_{2D}$. The pipeline of the AWB is formally formulated as follows:

$$\alpha, \beta = \text{MConv} (\tilde{F}^{i}_{3D}, \text{Embed} (P)), \quad (7)$$

$$F^{i}_{\text{hidden}} = \alpha \odot F^{i}_{2D} + \beta, \quad (8)$$

where $\text{MConv}$ is the modulated convolution used in StyleGAN2. $\odot$ denotes element-wise product and + denotes element-wise addition. $F^{i}_{\text{hidden}}$ is the result feature map.

Apart from the proposed AWB, we also perform cross-attention (Vaswani et al. 2017; Liang et al. 2021) between $F^{i}_{\text{hidden}}$ and $\tilde{F}^{i}_{3D}$ to improve the fusion quality. The pipeline is shown in Fig. 2(c). Specifically, $F^{i}_{\text{hidden}}$ is mapped into the query $Q^{i}$, and $\tilde{F}^{i}_{3D}$ is mapped into the key $K^{i}$ and the value $V^{i}$ through linear layers. Then the cross-attention is computed as:

$$F^{i}_{\text{out}} = \text{MH-Attn} (Q^{i}K^{i})V^{i} + F^{i}_{\text{hidden}}, \quad (9)$$

where $\text{MH-Attn}$ denotes the the multi-head attention. At last, we feed $F^{0}_{\text{out}}$ to a convolutional layer to produce the final output image $I_{\text{out}}$. As a result, by fusing both 3D and 2D priors, our method is able to generate results with reliable structures and vivid details.

**Model Objectives**

The learning objectives of training our FREx consists of: 1) 3D geometry loss that constrains the rendered results of 3D GAN close to the ground-truth $I_{HQ}$. 2) reconstruction and adversarial loss for authentic and realistic restoration, 3) proposed face structure loss for better supervision of facial structures, 4) proposed multi-scale adversarial loss for multi-scale fidelity, mentioned in Equation 5

**3D Geometry Loss.** To retain face structure better, we use reconstruction loss following (Richardson et al. 2021), including pixel-wise $L_2$ loss, perceptual loss (Zhang et al. 2018a) and the ID loss (Wang et al. 2021) which focus on identity similarity with a pretrained ArcFace network (Deng et al. 2019a). Moreover, to constrain the $Z_{3D}$ to the $W+$ space, we adopt the adversarial loss with $R_1$ regularization. Finally, to predict a precise camera parameters $P$, we use $L_1$ loss with the ground-truth $P_{gt}$ estimated by (Deng et al. 2019b). The total 3D geometry loss can be written as:

$$L_{3D-\text{rec}} = \lambda_{11} \|I_{\text{3D-out}} - I_{HQ}\|^2_1 + \lambda_{3D-\text{per}} \|\phi(I_{\text{3D-out}}) - \phi(I_{HQ})\|^1_1 + \lambda_{3D-\text{ID}} \|I_{\text{3D-out}} - I_{HQ}\|_1, \quad (10)$$

$$L_{Z-\text{adv}} = -\lambda_{Z-\text{adv}} \mathbb{E}_{z_{\text{out}}} \text{softplus} (D_{3D}(Z_{3D})), \quad (11)$$

$$L_{P} = \lambda_{P} \|P - P_{\text{gt}}\|_1, \quad (12)$$

$$L_{3D} = L_{3D-\text{rec}} + L_{Z-\text{adv}} + L_{P}. \quad (13)$$

**Reconstruction and GAN Loss.** We adopt the widely-used L1 loss, the perceptual loss (Zhang et al. 2018a) and the ID loss (Wang et al. 2021) as our reconstruction loss. We also employ the adversarial loss used in (Chan et al. 2022), which enforce the consistency between $I_{\text{input}}$ and $I_{HQ}$ through a dual-discriminator. The reconstruction and GAN loss are defined as follows:

$$L_{2D-\text{rec}} = \lambda_{11} \|I_{\text{out}} - I_{HQ}\|^1_1 + \lambda_{\text{per}} \|\phi(I_{\text{out}}) - \phi(I_{HQ})\|^1_1 + \lambda_{\text{ID}} \|I_{\text{out}} - I_{HQ}\|_1, \quad (14)$$

$$L_{2D-\text{adv}} = -\lambda_{\text{adv}} \mathbb{E}_{I_{\text{out}}} \text{softplus} (D_{\text{dual}}(I_{\text{out}}, I_{LQ})), \quad (15)$$

$$L_{2D} = L_{2D-\text{rec}} + L_{2D-\text{adv}}. \quad (16)$$

where $I_{\text{out}}$ is the restoration output of FREx, $D_{\text{dual}}$ denotes the dual-discriminator and $\lambda$ denotes the loss weight.

**Facial Structure Loss.** In order to further enhance the structure accuracy of our restored result, we introduce the facial structure loss. We use the pretrained ArcFace (Deng et al. 2019a) model to extract high-level perceptual facial features of the output and ground truth images. Specifically, we extract features gradually from hidden layers and calculate the L1 loss as:

$$L_{\text{struct}} = \lambda_{\text{struct}} \|\phi_{\text{Arc}}(I_{\text{out}}) - \phi_{\text{Arc}}(I_{HQ})\|_1, \quad (17)$$

where $\phi_{\text{Arc}}$ denotes the pretrained ArcFace network and we use its {layer1, \ldots, layer4} feature maps before activation. $\lambda_{\text{struct}}$ denotes the loss weight of the facial structure loss.

The overall model objective constitutes above losses, where the $L_{\text{ms-adv}}$ is mentioned in Equation 5:

$$L_{\text{total}} = L_{3D} + L_{2D} + \sum_i L_{\text{ms-adv}} + L_{\text{struct}}. \quad (18)$$
Finally, we resize the low-quality image back to 2D texture prior extraction. The 2D encoder consists of geometry prior extraction, and the pretrained StyleGAN2 for GAN EG3D (Chan et al. 2022) as the decoder for 3D geometry.

Implementation Details.

Experimental Settings and Metrics

Datasets

Training Dataset. We train our FREx on the FFHQ dataset (Karras, Laine, and Aila 2019), which contains 70,000 high-quality images. To simulate the extreme conditions, we synthesize training images using the following degradation model:

\[ I_{LQ} = [(I_{HQ} \ast k) \downarrow_r + n_\delta]_{\text{JPEG}_q}. \] (19)

The high-quality image is first convolved with a blur kernel \( k \), which includes Gaussian blur with standard deviation \( \sigma \in \{0 : 20\} \) and motion blur with kernel size \( s \in \{21 : 10 : 71\} \), followed by a downsampling operation of scale \( r \in \{0 : 16\} \). After that, additive Gaussian noise \( \delta \in \{0 : 50\} \) is added to the images, and then JPEG compression with quality factor \( q \in \{50 : 100\} \) is applied. Finally, we resize the low-quality image back to \( 512 \times 512 \). To approximate complex and extreme conditions, we randomly apply multiple degradation processes to the images.

Testing Datasets. We evaluate our model on our synthetic Balanced CelebAHQ Test dataset. The original CelebAHQ dataset (Karras et al. 2017) exhibits an imbalanced distribution of facial poses. Therefore, to better evaluate the model’s capabilities across varied facial poses, we select a more evenly distributed subset consisting of 3,000 facial images from the CelebAHQ dataset, and employ the same synthesizing approach used during training. A comparison of the pose distributions of the Balanced CelebAHQ Test dataset and the original dataset can be observed in Fig. 3. Moreover, to evaluate the model’s performance under realistic extreme degradation scenarios, we collect 300 low-quality face images from CelebA (Liu et al. 2015) and WIDERFACE (Yang et al. 2016) to serve as the real-world test set.

Experiments

Comparison with State-of-the-art Methods

We compare our FREx with existing state-of-the-art methods, including reference-prior-based methods: VQFR (Gu et al. 2022), CodeFormer (Zhou et al. 2022), RestoreFormer (Wang et al. 2022), and generative-prior-based methods: GPEN (Yang et al. 2021), GLEAN (Chan et al. 2021), GFP-GAN (Wang et al. 2021). Their official released models are adopted in the experiments. More results can be found in the supplementary materials.

Evaluation on Synthetic Dataset. The quantitative comparison on the Balanced CelebAHQ Test dataset is shown in Table. 2. Our FREx achieves the highest scores for LPIPS, FID, PSNR, and SSIM, demonstrating that the restored faces are both perceptually and visually superior to the results obtained by other methods. FREx also obtains the best Deg. score, showing that our method could retain identity better.

Additionally, we present the qualitative comparison in Fig. 4. Although the degradation is too large for human to recognize and the facial pose is extreme, our FREx can still produce visually pleasing restoration results.

Evaluation on Real-world Dataset. We also show the visual illustrations of real-world cases in Fig. 5, where the input images are from CelebA and WIDERFACE mentioned above. It can be observed that our method produces superior results compared to other existing state-of-the-art face restoration methods. Specifically, as shown in the first column of Fig. 5, our method could restore much finer beard and wrinkle. Meanwhile, our method also restore better facial structures compared to other methods.

Ablation Studies

Ablation on 3D Geometry Prior. To verify the effectiveness of 3D geometry prior, we remove the 3D geometry prior extraction part and replace the \( F_{3D} \) with the upsampled \( Z_{2D} \). As shown in Table 2, the absence of 3D geometry prior leads to a drop in LPIPS, FID, and PSNR, suggesting that 3D geometry prior contributes to produce authentic face images. Besides, the superiority of 3D geometry prior is also demonstrated in column 2 and column 7 of Fig. 6. We also show the results directly generate by the pretrained 3D encoder in Fig. 7. It can be observed that the 3D encoder have the capability to restore accurate facial structures, given the...
Table 1: Quantitative comparison on Balanced CelebAHQ Test for face restoration under extreme conditions. Bold and underline indicates the best and the second best performance.

<table>
<thead>
<tr>
<th>Methods</th>
<th>LPIPS ↓</th>
<th>FID ↓</th>
<th>NIQE ↓</th>
<th>Deg. ↓</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear</td>
<td>0.6475</td>
<td>261.9</td>
<td>14.86</td>
<td>99.67</td>
<td>20.24</td>
<td>0.5639</td>
</tr>
<tr>
<td>GLEAN (Chan et al. 2021)</td>
<td>0.5211</td>
<td>75.37</td>
<td>5.423</td>
<td>96.90</td>
<td>20.68</td>
<td>0.5606</td>
</tr>
<tr>
<td>GPEN (Yang et al. 2021)</td>
<td>0.5207</td>
<td>78.49</td>
<td>4.2611</td>
<td>94.28</td>
<td>19.93</td>
<td>0.5175</td>
</tr>
<tr>
<td>GFP-GAN (Wang et al. 2021)</td>
<td>0.5501</td>
<td>87.47</td>
<td>3.7898</td>
<td>96.36</td>
<td>19.08</td>
<td>0.4606</td>
</tr>
<tr>
<td>RestoreFormer (Wang et al. 2022)</td>
<td>0.5553</td>
<td>111.08</td>
<td>3.9674</td>
<td>97.12</td>
<td>19.62</td>
<td>0.4599</td>
</tr>
<tr>
<td>CodeFormer (Zhou et al. 2022)</td>
<td>0.4981</td>
<td>44.83</td>
<td>4.2115</td>
<td>93.88</td>
<td>20.08</td>
<td>0.4765</td>
</tr>
<tr>
<td>VQFR (Gu et al. 2022)</td>
<td>0.5478</td>
<td>92.75</td>
<td>3.6376</td>
<td>96.53</td>
<td>18.83</td>
<td>0.3910</td>
</tr>
<tr>
<td>FREx (ours)</td>
<td>0.4671</td>
<td>39.58</td>
<td>4.9161</td>
<td>91.75</td>
<td>20.95</td>
<td>0.5890</td>
</tr>
<tr>
<td>GT</td>
<td>0.0</td>
<td>8.27</td>
<td>4.0620</td>
<td>32.82</td>
<td>∞</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 4: Qualitative comparison on the Balanced CelebAHQ Test. Even though the input images are severely degraded and the facial pose is large, our FREx restores natural and authentic face images.

Figure 5: Qualitative comparison on the real-world dataset. Our method demonstrates its robustness even when dealing with challenging real-world cases.

fact that it has been encoded with rich 3D priors. However, the restored results is oversmoothed, lacking of fine details. By further leveraging 2D priors on top of these reasonable facial structures, our FREx method could generate results with both accurate structures and sufficient details.

**Ablation on Adaptive Weighting Block.** Adaptive weighting block (AWB) aims to control the fusion of 2D and 3D information by the face pose. By the control of face pose, the proportion of 3D information should be increased if the pose is large to produce accurate face structure and vice versa. In comparison, upon removing AWB, the model fails to effectively utilize 2D and 3D information, resulting in worse
Figure 6: Visual illustrations of the ablation studies on different modules of our method. Our final model produces the best results.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>LPIPS</th>
<th>FID</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our FREx</td>
<td>0.4671</td>
<td>39.58</td>
<td>20.95</td>
</tr>
<tr>
<td>w/o 3D geometry prior</td>
<td>0.4703</td>
<td>41.01</td>
<td>20.63</td>
</tr>
<tr>
<td>w/o adaptive weight block</td>
<td>0.4730</td>
<td>48.35</td>
<td>20.89</td>
</tr>
<tr>
<td>w/o 2D-3D cross-attention</td>
<td>0.4714</td>
<td>48.34</td>
<td>20.87</td>
</tr>
<tr>
<td>w/o multi-scale discriminator</td>
<td>0.4698</td>
<td>45.56</td>
<td>20.90</td>
</tr>
<tr>
<td>w/o facial structure loss</td>
<td>0.4712</td>
<td>49.42</td>
<td>20.87</td>
</tr>
</tbody>
</table>

Table 2: Ablation studies of different settings on the Balanced CelebAHQ Test.

Figure 7: Results generated by our full FREx method and the 3D decoder.

Figure 8: Limitations of our model. Our method sometimes generates blurry results on top of heads due to face misalignment in the pretrained 3D decoder (Chan et al. 2022).

Ablation on 3D-2D Cross-Attention. We employ cross-attention between \( P_{\text{hidden}} \) and \( \tilde{F}_{3D} \) to improve the fusion quality. After removing cross-attention, a decline in performance is noticed, as shown in Table. 2 and Fig. 6.

Ablation on Multi-Scale Adversarial Losses. The multi-scale discriminators calculate the adversarial loss for RGB images from each layer during the faithful 3D feature generation process. This approach helps to reduce artifacts and enhance the fidelity of the resulting 3D features. As shown in Table. 2 and Fig. 6, a performance drop is observed without this intermediate restriction.

Ablation on Facial Structure Loss. The Facial structure loss focuses more on the perceptual aspect of the facial images. Without this supervision, the output images are less similar in perceptual distance with the ground truth images and are less natural, as shown in Table. 2 and Fig. 6.

Limitations

Our method occasionally produces blurry results on the top of heads, as illustrated in Fig 8. This is caused by face misalignment in the pretrained 3D decoder (Chan et al. 2022), which can only generate a specific range of facial features, resulting in missing structures at the top of the head, as shown in the last column of the figure. Retraining the decoder could address this issue, which we leave for the future.

Conclusion

In this paper, we introduce a novel method called FREx for restoring facial images with extreme unknown degradations. To tackle this challenging task, we propose to incorporate 3D structural priors and 2D texture priors into the restoration process, where pretrained 2D and 3D GANs are utilized for distilling rich priors. We further propose a multi-scale adversarial loss to regularize the extracted 3D features to be more reliable. A novel module called Adaptive Weighting Block is further proposed to fuse the 2D and 3D information in an adaptive manner based on the head poses, endowing our network the capability to utilize different information more effectively. By integrating 3D and 2D information, our model can restore structurally accurate and visually pleasing results even when the majority of information is lost in the inputs or the head poses are extreme.
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