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Abstract

Neural Radiance Fields (NeRF) have garnered remarkable
success in novel view synthesis. Nonetheless, the task of
generating high-quality images for novel views persists as a
critical challenge. While the existing efforts have exhibited
commendable progress, capturing intricate details, enhanc-
ing textures, and achieving superior Peak Signal-to-Noise Ra-
tio (PSNR) metrics warrant further focused attention and ad-
vancement. In this work, we propose NeRF-VPT, an innova-
tive method for novel view synthesis to address these chal-
lenges. Our proposed NeRF-VPT employs a cascading view
prompt tuning paradigm, wherein RGB information gained
from preceding rendering outcomes serves as instructive vi-
sual prompts for subsequent rendering stages, with the as-
piration that the prior knowledge embedded in the prompts
can facilitate the gradual enhancement of rendered image
quality. NeRF-VPT only requires sampling RGB data from
previous stage renderings as priors at each training stage,
without relying on extra guidance or complex techniques.
Thus, our NeRF-VPT is plug-and-play and can be readily in-
tegrated into existing methods. By conducting comparative
analyses of our NeRF-VPT against several NeRF-based ap-
proaches on demanding real-scene benchmarks, such as Re-
alistic Synthetic 360, Real Forward-Facing, Replica dataset,
and a user-captured dataset, we substantiate that our NeRF-
VPT significantly elevates baseline performance and profi-
ciently generates more high-quality novel view images than
all the compared state-of-the-art methods. Furthermore, the
cascading learning of NeRF-VPT introduces adaptability to
scenarios with sparse inputs, resulting in a significant en-
hancement of accuracy for sparse-view novel view synthesis.
The source code and dataset are available at https://github.
com/Freedomcls/NeRF-VPT.

Introduction
In recent years, Neural Radiance Fields (NeRF) (Mildenhall
et al. 2021) have exhibited significant promise across a range
of disciplines, including novel view synthesis (Tretschk et al.
2021; Tao et al. 2023), 3D reconstruction (Barron et al.
2021; Verbin et al. 2022; Mildenhall et al. 2022), and 3D
editing (Kania et al. 2022). NeRF employs a neural network
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to encapsulate the color and density attributes inherent to
each point within 3D space. This encoding technique en-
ables the synthesis of novel views of a scene, encompassing
a comprehensive range of viewpoints. Nonetheless, as visu-
ally exemplified in Figure 1., generating high-quality images
portraying novel views using NeRF remains challenging.

In recent times, a plethora of outstanding work endeavors
have emerged to address this challenge, yielding encourag-
ing results (Barron et al. 2021; Roessle et al. 2022; Varma T
et al. 2022; Bautista et al. 2022; Vora et al. 2021; Johari,
Lepoittevin, and Fleuret 2022; Tschernezki et al. 2022; Kurz
et al. 2022; Arandjelović and Zisserman 2021; Hedman et al.
2021; Yariv et al. 2021; Tancik et al. 2022). While the strides
made by current endeavors are considerable, there persists a
clear necessity for a more intensified concentration on facets
including the precise capture of intricate details (Bautista
et al. 2022; Vora et al. 2021; Kurz et al. 2022), refinement
of textures (Roessle et al. 2022; Vora et al. 2021; Kurz et al.
2022), and attainment of elevated Peak Signal-to-Noise Ra-
tio (PSNR) metrics (Barron et al. 2021; Roessle et al. 2022;
Varma T et al. 2022; Johari, Lepoittevin, and Fleuret 2022;
Kurz et al. 2022).

In this paper, we introduce NeRF-VPT, a method that in-
corporates effective guidance to fully harness the inherent
potential of NeRF-based models, resulting in more compre-
hensive and accurate outcomes. We adopt a cascading view
prompt tuning paradigm, where RGB information obtained
from preceding rendering iterations acts as informative vi-
sual prompts for subsequent rendering stages. The under-
lying goal is to leverage the prior knowledge embedded in
these prompts to progressively enhance the quality of the
rendered images. Our method substantially augments the
guidance for both the reconstruction and rendering processes
within the neural radiance field framework. It excels at itera-
tively combining comprehensive RGB information and spa-
tial dependencies through a multi-stage refinement process,
capitalizing on the benefits of cascading learning strategies
(Lin et al. 2017; Ramakrishna et al. 2014).

As illustrated in Figure 1., our proposed NeRF-VPT has
been meticulously designed to exhibit modularity and porta-
bility, thereby facilitating effortless integration with prior
NeRF techniques such as vanilla NeRF, Mip-NeRF (Barron
et al. 2021), and TensoRF (Chen et al. 2022a). This integra-
tion serves to further augment the performance of the prior
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Figure 1: Qualitative comparison between our proposed NeRF-VPT and its corresponding baselines. (a) is on the Replica
dataset. (b) is on the Realistic Synthetic 360 dataset. (c) is on a user-captured scene using a mobile phone.

NeRF approaches. The main contributions of our work are
summarized as follows:

• We introduce a novel and efficacious framework, referred
to as NeRF-VPT, featuring a cascading view prompt tun-
ing designed to iteratively leverage the representation in-
herent to the NeRF family in the form of visual prompts.

• NeRF-VPT stands out for its inherent simplicity and
seamless integration capabilities with pre-existing mod-
els, thereby elevating the performance of previous mod-
els to achieve heightened levels of excellence. Our
method can be plug-and-play, which can be integrated
into prior NeRF methods, such as vanilla NeRF, Mip-
NeRF, and TensoRF.

• Through qualitative and quantitative experiments, we
demonstrate that our method effectively improves the
performance of view synthesis.

In summary, our approach offers a promising solution for
enhancing the performance of NeRF-based view synthesis.
Furthermore, our framework is plug-and-play, capable of
augmenting the capabilities of existing NeRF methods.

Related Work
The NeRF architecture learns 3D scene representation
through supervised learning from multi-view RGB images.
It employs direct rays for pixel rendering and equidistant
space sampling. NeRF’s success in image synthesis has
spurred significant research interest, resulting in various
methods aiming to enhance its visual quality.

Priors in Scene Representation. RGB images alone lack
comprehensive structural scene information, necessitating
the incorporation of additional priors to guide the learn-
ing process. Recent advancements emphasize the efficacy of
depth information as a valuable prior for refining scene rep-
resentation (Deng et al. 2022; Roessle et al. 2022). Depth
priors offer a suitable optimization direction, particularly
during initial training stages, resulting in significant per-
formance enhancements. Other studies (Chen et al. 2022b;
Varma T et al. 2022; Bautista et al. 2022) have high-
lighted NeRF’s limitations in adhering to specific spatial
constraints, such as planar or the epipolar geometry. To mit-
igate these shortcomings, these approaches have embedded
relative information within the NeRF framework, leading
to improved consistency. These methods involve additional
loss functions and constraints during optimization. However,

these approaches utilizing prior knowledge have limitations
in their broader applicability. They often rely on external
networks or necessitate specific data preprocessing steps. In
contrast, our proposed method capitalizes exclusively on the
network’s internal output for prior knowledge, enhancing its
potential for transferability and wider utility.

Improvements on Rendering. The rendering process
plays a pivotal role in obtaining RGB images for novel
views. Previous research endeavors (Zhi et al. 2021; Tian
et al. 2021; Tschernezki et al. 2022; Guo et al. 2022) have
predominantly concentrated on enhancing integration func-
tions and devising more effective sampling methods. Ac-
knowledging the challenge posed by single straight rays in
capturing the influence of neighboring points, (Barron et al.
2021) introduced Mip-NeRF. This innovative approach sub-
stitutes a single ray with 3D conical frustums, yielding anti-
aliased and visually crisp images in view synthesis. Further-
more, NeRF encounters limitations in terms of rendering’s
sampling effectiveness, which can restrict the optimization’s
coverage. To tackle these issues, approaches like those pre-
sented by (Kurz et al. 2022) and Arandjelović and Rieger
(Arandjelović and Zisserman 2021) incorporate predictive
networks to gauge the sampling’s significance. This strategy
reduces computational complexity in rendering, allowing for
more resources to be allocated to expanding networks and
enhancing result quality. Although these efforts have made
significant strides, there remains a need for greater focus on
capturing intricate details, refining textures, and achieving
higher PSNR metrics.

Advanced Structure. Excellent endeavors strive to ele-
vate the photorealistic synthesis of novel views through
the incorporation of sophisticated architectures, such as
Recursive-NeRF (Yang et al. 2022a) and BungeeNeRF (Xi-
angli et al. 2022). These approaches aim to partition the 3D
space into more intricate or finely-grained segments, each
corresponding to an individual network. This partitioning
allows the scene to be represented across multiple levels
of granularity, rendering it well-suited for encompassing di-
verse and intricate scenarios, such as natural landscapes, ur-
ban streets, and indoor environments.

Our approach sets itself apart from Recursive-NeRF and
BungeeNeRF through the utilization of an innovative de-
fective visual prompt tuning technique. This technique en-
ables the integration of prior knowledge derived from ear-
lier rendered outcomes, thereby serving as valuable guid-
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Figure 2: The overview of our proposed framework. In each iteration, the image rendered in the previous round is combined
with the encoded direction after ray sampling, where stage 0 is a NeRF that does not rely on additional input. Each stage adopts
a new network to learn with the previous RGB information.

ance for the network to gain a deeper understanding of intri-
cate scenes. This, in turn, contributes to an enhancement in
the quality of novel view synthesis.

Visual Prompt Tuning. Visual prompt learning (Jia et al.
2022) capitalizes on an extensive corpus of scholarly inves-
tigations encompassing domains such as visual question an-
swering (Chappuis et al. 2022), few-shot learning (Alayrac
et al. 2022), and generative models (Wu et al. 2022).
Through the amalgamation of insights harvested from these
scholarly realms, the field of visual prompt learning aspires
to engender innovative methodologies for the generation of
responses to visual inputs, empowering them to grasp and
engender content from visual stimuli more adeptly. Our ap-
proach to prompt tuning significantly diverges from prevail-
ing methods in the realm of visual prompt tuning. Specif-
ically, we introduce a novel cascading view prompt tuning
paradigm that embeds prior knowledge within our visual
prompts. In this paradigm, RGB information derived from
antecedent rendering iterations assumes the role of informa-
tive visual prompts for subsequent rendering stages.

Methodology
In this section, we commence by laying the groundwork
with foundational concepts. We then proceed to the struc-
ture of NeRF-VPT. Following this, we elucidate the intrica-
cies of the NeRF-VPT design, underscoring its effectiveness
as a versatile and comprehensive framework.

Preliminary
For a point in scene x ∈ R3 and viewing direction d ∈ S2,
NeRF (Mildenhall et al. 2021) learns a function to query
each point color c and voxel density σ with specific views:

(c, σ) = F (x,d). (1)
Specifically, the c and σ are output after Fc and Fd . In
NeRF, x and d will present as position encoding and direc-
tion encoding:

γ(v) =(sin(20πv), cos(20πv), sin(21πv), cos(21πv),

..., sin(2N−1πv), cos(2N−1πv))
. (2)

Volumetric rendering is proposed to create a 2D image based
on F . It imagines each pixel emitting a single ray to 3D
space from the image center o, and sampling points along
this ray, xi = o + tid. Thus, the color of this pixel can be
approximated by numerical quadrature:

ĉ(r) =

∫ tf

tn

T (t)σ(t)c(t)dt;T (t) = e−
∫ t
tn

σ(s)ds, (3)

where T handles the occlusion; tn, tf denote the near and
far boundary of the 3d scene. Limited to computing re-
sources, it adopts a coarse-to-fine sampling. The rendered
color of each ray corresponds to the ground-truth value, thus
the training is supervised by:

L =
∑
r∈R

||ĉ(r)− c(r)||, (4)

where R present all image pixels in training data, and c(r)
is ground-truth color.

Priors within the scene can optimize sampling efficiency,
offer an enhanced methodology for characterizing occlu-
sion, and introduce supplementary loss functions in specific
conditions. These priors are typically incorporated along-
side the position x. Consequently, the mapping function be-
comes: (c, σ) = F (x, d, p), where p represents priors. The
advancements in rendering primarily involve updates to Eq.
(3), aimed at achieving more realistic results. These im-
provements can be implemented in various ways, render-
ing it intricate to consolidate them into a single compre-
hensive equation. Furthermore, these NeRF variants with hi-
erarchical structures adopt a repetitive Eq. (1): {(ci, σi) =
Fi(xi, d)|i ∈ N}. Some methods not only focus on a single
improvement but also apply them synchronously.

Structural Design of NeRF-VPT
Most NeRF-based methods optimize a scene from random
initialization. However, we believe that the inclusion of
prior knowledge encompassing specific scene information
could potentially simplify the model’s comprehension of the
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scene. Hence, our objective is to enable the network to di-
rectly learn the posterior distribution related to prior knowl-
edge. To this end, we propose NeRF-VPT, a method that
leverages prior knowledge sampled from the RGB space as
a view prompt to aid the model in understanding the scene.
Moreover, we introduce cascading learning to progressively
enhance the quality of synthesized images. Figure 2. illus-
trates the framework of our approach.

View Prompt with Prior Knowledge

To incorporate scene information as prior knowledge em-
bedded by a view prompt into the network, we conduct the
following experiments: Initially, we attempt to extract fea-
tures from multiple images in the scene and performed fea-
ture fusion by Swin-Transformer or another CNN-based net-
work. The fused features are then incorporated into an MLP
(Multi-Layer Perceptron) using the SIREN activation func-
tion. However, the experimental results show limited im-
provement, primarily because it is challenging to encapsu-
late multi-view information within a single feature. Further-
more, we explore the direct provision of ground truth im-
ages from the training set to the network during the train-
ing process for each viewpoint. This approach can be seen
as providing the network with an answer during the learn-
ing process. The experimental results demonstrate a signifi-
cant improvement in the quality of synthesized images dur-
ing both the training and validation stages. However, this
approach also introduces a challenge: we are unable to pro-
vide ground truth images for unknown viewpoints during the
testing phase as prior knowledge.

In order to address this issue, we first employ NeRF to
reconstruct the scene and render images from training, val-
idation, and testing viewpoints. We incorporate this infor-
mation as prior knowledge in the form as a prompt for the
neural radiance field model for retraining, ensuring that the
views during training, validation, and testing remain consis-
tent with the NeRF training process. This training phase is
fundamentally a guiding procedure facilitated through view
prompt tuning (see Figure 2). Compared to directly using
ground truth as priors, it can be understood as providing an-
swers that may not be particularly accurate but effectively
guide the optimization direction during the learning process.
This approach can somewhat reduce the difficulty of learn-
ing while still benefiting from the supervision of ground
truth. Importantly, during the testing phase, we can also sam-
ple images with an equivalent level of detail as prior knowl-
edge in the form of a prompt.

As shown in Eq. (1) and (3), we obtain three essential
components for a new view: RGB values, the color, and
density of all sampling points in this scene. Among these,
RGB values are the most informative, as they encode both
the density and color of each ray. Moreover, incorporating
RGB values as a prompt brings negligible complexity due
to its lower dimensions. Experiments have shown that incor-
porating pixel values in this way leads to improved perfor-
mance in novel view synthesis compared to using just the
scene color and density information.

View Prompt Tuning with Cascading Learning
Cascade structures have been proven useful in various com-
puter vision applications, such as object detection (Cai and
Vasconcelos 2018), super-resolution (Saharia et al. 2022),
and pose estimation (Lin et al. 2017). However, few works in
the context of NeRF and beyond have made use of their ad-
vantages. Previous methods have focused on upgrading each
part of NeRF, while NeRF-VPT disentangles the generation
problem by refining it through a series of stages, sharing
the merit of prompt tuning. One of the cornerstones of our
method is to re-utilize the representation of the framework.
For clarity, we employ a combination of conventional NeRF
and view prompt tuning for illustrative purposes. It is im-
portant to highlight that our methods are plug-and-play for
seamless integration with other NeRF variants, as demon-
strated in our experiments.

We employ multi-steps to learn the representation of 3D
scenes. In the first step, we use NeRF to gain knowledge of
3D space, which can generate the prior (value of RGB) as a
view prompt for the next stage. As this step does not include
any prior, NeRF-VPT also calls it the zero stage (stage 0
shown in Figure 2.). In the second and next steps, we insert
the RGB as a view prompt and concatenate it to the direction
encoding. The recurrent process can be formulated as:

(c0, σ0) = F0 (PE(x), DE(d));

(ci, σi) = Fi(PE(x), (DE(d), c(r)i−1))
(5)

where F0 and Fi note the mapping function in iterations.
We explore different methods to connect each stage, in-

corporating it into position encoding or directly taking it as
raw input. We suppose that the encoding is signal decompo-
sition, enabling NeRF to learn high-frequency information.
The observation will significantly affect images during syn-
thesis. Therefore, NeRF-VPT concatenates pixel value af-
ter direction encoding as the color is exactly high-frequency
data. Moreover, the ablation studies prove the importance of
connection with previous stages.

Experiments
The experiments are divided into the following parts: i)
quantitatively and qualitatively showing that our method
outperforms prior work; ii) verifying the plug-and-play ca-
pability; iii) verifying the adaptability to Sparse-View Novel
View Synthesis (Wang et al. 2023a,b); iv) conducting a com-
prehensive ablation study, including depth comparison, the
effect of prior knowledge and effect of prior model re-utilize.

Datasets
Realistic Synthetic 360 Dataset. This dataset consists of
4 Lambertian objects with simple geometry. Each object is
rendered at 512x512 pixels from viewpoints sampled on the
upper hemisphere. This dataset also consists of 8 objects of
complicated geometry and realistic non-Lambertian materi-
als. The resolution used for training is 400 × 400.

Real Forward-Facing Dataset (Mildenhall et al. 2019).
This dataset consists of 8 forward-facing scenes captured
with a cellphone at a size of 1008x756 pixels. Following the
commonly used protocols (Mildenhall et al. 2021), we adopt
504 × 376 resolution for this dataset.
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Realistic Synthetic 360 Real Forward-Facing
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑LPIPS↓

NeRF 31.01 0.947 0.081 26.50 0.811 0.250
IBRnet 28.14 0.942 0.072 26.73 0.851 0.175
Recursive-NeRF 31.34 0.953 0.052 - - -
Mip-NeRF 33.09 0.961 0.043 - - -
TensoRF 33.14 0.963 0.044 27.13 0.839 0.164
Ours Stage 1 34.22 0.972 0.047 27.89 0.869 0.161
Ours Stage 6 34.95 0.977 0.042 28.95 0.872 0.158

Table 1: Quantitative comparison to baselines. A quantita-
tive comparison of NeRF-VPT and baseline algorithms on
the Realistic Synthetic 360 dataset and Real Forward-Facing
dataset. ‘-’ denotes the results are not available. Methods:
NeRF (Mildenhall et al. 2021), IBRnet (Wang et al. 2021),
Recursive-NeRF (Yang et al. 2022b), Mip-NeRF (Barron
et al. 2021), TensoRF (Chen et al. 2022a).

User-captured Dataset. Compiled by capturing footage
using a mobile phone, encompassing scenes with complex
textures. We adopt 504 × 376 resolution for training.

Replicate Dataset (Straub et al. 2019). This dataset has
high-quality reconstructions of various indoor spaces. Each
reconstruction has clean dense geometry, high resolution,
and high dynamic range textures, glass, and mirror surface
information. The resolution used for training is 320x240.

Metrics. We report the mean of PSNR, structural similar-
ity index (SSIM) (Wang et al. 2004), and the LPIPS (Zhang
et al. 2018) perceptual metric for all evaluations.

Experimental Settings. During the training process, we
begin by rendering images from a pre-trained NeRF model
(or other NeRF-based models) for the training, validation,
and testing viewpoints, which serve as prior knowledge for
NeRF-VPT. In each subsequent training stage, the model
relies solely on its output from the previous iteration as
guidance. Loading weights from the previous training round
is an option to facilitate faster convergence. Our experi-
ments show that five to six stages on a standard baseline
can achieve maximum performance, and training is con-
cluded once this limit is reached. Unless otherwise specified,
the following performance comparisons of NeRF-VPT are
based on the model iterated to its performance upper limit.

Comparison with State-of-the-Art Methods
We compare our approach to several current state-of-the-
art methods: NeRF, IBRnet, Recursive-NeRF, Mip-NeRF,
and TensoRF. Neural Radiance Fields (NeRF) is a well-
established method that employs Multi-Layer Perceptrons
(MLPs) to implicitly represent scenes by utilizing encoded
position and direction as input. IBRnet enhances the gen-
eralization capability of multi-scene rendering by learning
from multi-view images. Mip-NeRF is an enhanced version
of NeRF that employs 3D conical frustums instead of single
rays, resulting in anti-aliased and visually clear synthesized
views. TensoRF utilizes tensor decomposition to parameter-
ize the model as a collection of low-rank tensor components,
thereby improving the quality of reconstruction. We report
the qualitative and quantitative comparison to baseline algo-
rithms in Table 1. and Figure 3.. The experimental results

Replica Dataset User-Captured Dataset
PSNR↑ SSIM↑ PSNR↑ SSIM↑

Mip-NeRF 33.12 0.961 26.73 0.841
Mip-NeRF-VPT 35.63 0.983 28.55 0.855

TensoRF 33.17 0.969 27.01 0.838
TensoRF-VPT 34.62 0.977 28.89 0.853

Table 2: Quantitative comparison of the results obtained by
applying view prompt tuning on Mip-NeRF and TensoRF.

indicate that our method achieves outstanding performance
in generating high-quality images from novel viewpoints.
These metrics are obtained by calculating the average value
of multiple scenes in each dataset. We use the related open-
source projects to implement these methods. Additionally,
in Figure 5., we present a visual comparison between our
method and the baseline on real-world datasets.

Plug and Play
Our method is based on the framework of NeRF, essentially
trying to improve the learning ability of MLPs for the scene
via visual prompt tuning and reusing the model. For NeRF
and a series of NeRF-based works, we can incorporate the
view prompt of the model to improve the view synthesis
quality through iterative methods. To fully verify the gen-
eralization ability of our NeRF-VPT, we conducted experi-
ments not only with the NeRF baseline but also integrated
our NeRF-VPT into other renowned methods such as Mip-
NeRF and TensoRF. Based on Mip-NeRF and TensoRF, we
add the view prompt to the network and iteratively learn the
model. Our objective is to improve the quality of synthesized
images based on these two methods. Figure 4. and Table 2.
show our experimental results. We find our method raises
NeRF-based model performance entirely to new levels via
visual prompt tuning.

Adaptability to Sparse-View Novel View Synthesis
Neural Radiance Fields rely solely on RGB supervision in-
formation for comprehending the entire scene and generat-
ing images based on the viewing angle during the 3D re-
construction process. Consequently, it exhibits a strong re-
liance on densely sampled viewing angles. To address this
limitation, we propose incorporating prior knowledge dur-
ing the reconstruction stage to facilitate the network’s under-
standing of the scene. This approach reduces the network’s
difficulty in comprehending the scene and consequently di-
minishes its dependence on densely sampled views. We
conducted a comparative analysis of image quality be-
tween NeRF rendering using the original 180 views and
our method utilizing multiple sparse views on the Replica
dataset. The results, presented in Table 3., demonstrate that
while training NeRF on 180 views and our method on 30,
45, and 60 views, the image quality achieved after training
with approximately 45 views is comparable to NeRF train-
ing with 180 views. These results indicate that our method
is capable of achieving a NeRF-like rendering effect even
with sparser viewing angles, effectively emulating the dense
viewing angle rendering capability of NeRF. In essence, our
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Figure 3: Qualitative results of NeRF-VPT and comparison methods (NeRF, Mip-NeRF, TensoRF) on Realistic Synthetic 360
Dataset. Please zoom in for better viewing.

TensoRF-VPTTensoRFGround TruthGround Truth Mip-NeRF Mip-NeRF-VPT

Figure 4: Qualitative evaluation of the improvement over Mip-NeRF and TensoRF on Replica dataset and user-captured dataset.
Please zoom in for better viewing.

 (1) Ground Truth        (2) NeRF(PSNR:23.88)  (3)NeRF-VPT(PSNR:25.74)

Figure 5: Visual comparisons on real-world datasets.

PSNR:23.88

     (1) Ground Truth     (2) NeRF(PSNR:23.21) (3)NeRF-VPT(PSNR:27.14)

Figure 6: Visual comparisons in sparse view between NeRF
and NeRF-VPT on forward-facing datasets.

method enables the achievement of NeRF-like high-quality
rendering effects under sparse views. In Figure 6., we also
present a visual comparison result of NeRF and NeRF-VPT
under sparse views in the forward-facing dataset.

Ablation Study
Depth Comparison. While a notable enhancement in image
quality, NeRF-VPT gains limited improvement in depth esti-

Replica
PSNR↑ SSIM↑

NeRF (180view) 31.22 0.912
Ours Stage 1 (30view) 30.31 0.896
Ours Stage 1 (45view) 31.56 0.925
Ours Stage 1 (60view) 32.87 0.950

Table 3: Quantitative comparisons for the sampling views.
We compared the reconstruction results of NeRF at 180
views and Ours at different views on the Replica dataset.

mation. As illustrated in Figure 7. and Table 4., the improved
image quality does not seem to result in any significant qual-
itative or quantitative improvements in predicted depth. We
suspect the task of image synthesis differs significantly from
that of depth prediction, with the former requiring a smooth
distribution and the latter requiring a sharp distribution. Nev-
ertheless, we believe that the cascade structure employed by
NeRF-VPT has the potential to be extended to other methods
in 3D reconstruction and therefore remains a promising av-
enue for future research. The Replica dataset provides a real
depth map, so we make a quantitative analysis of the depth
predicted by the reconstruction model on it. The calculation
of the depth distance refers to the form of Mean-Squared
Loss. We calculated the MSE of the predicted depth map
and the predicted depth map according to the ray sampling.

Computational Complexity. We compare the parameter
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Figure 7: Qualitative comparison of different methods on the
depth map. a) NeRF; b) NeRF-VPT. From left to right are
the real image, the predicted image, the depth map, and the
details of the predicted image. It can be seen from the figure
that while improving the quality of the view synthesis, we
also maintain the density of the reconstruction.

PSNR↑ depth distance
NeRF 31.22 0.02
NeRF-VPT 34.95 0.02

Table 4: Quantitative comparisons for depth distance. We
compared the depth performed by NeRF and NeRF-VPT on
the Replica dataset, and the table shows that the predicted
depth can be maintained while improving the image quality.

Parameter Number FPS
NeRF 1.1916 M 0.103

Ours Stage 1 1.1924 M 0.108

Table 5: Comparison on complexity with NeRF. FPS is the
rendered frame per second.

View Prompt PSNR↑ SSIM↑
NeRF w/o prior No Prior 31.22 0.912
NeRF-VPT Feats 31.76 0.919
NeRF-VPT dir. Gaussian Noise 11.58 0.567
NeRF-VPT dir. Ground Truth 55.83 0.977
NeRF-VPT pos. Last Stage Images 32.88 0.923
NeRF-VPT dir. Last Stage Images 33.96 0.936

Table 6: Quantitative comparison of effect of prior knowl-
edge. We show the comparative effects of adding prior
knowledge to NeRF in different forms. Here, ”Feats” means
feature fusion as prior for training and testing; ”dir. +” means
incorporating prior to the direction; ”pos. +” means incorpo-
rating prior to the position.

PSNR↑ SSIM↑ Time(h)
Stage 0 31.22 0.912 8.78
Stage 1 33.96 0.936 2.42
Stage 2 34.76 0.943 1.96
Stage 3 34.99 0.947 1.54
Stage 4 35.19 0.951 1.22
Stage 5 35.32 0.953 0.92
Stage 6 35.39 0.954 0.61

Table 7: The performance of our method at each stage and
the corresponding time consumed. Conducting experiments
on the replica dataset.

number and the rendered frame per second (FPS) in Table
5.. Our method brings negligible cost to networks, with only
0.0008 M overhead. As we adopt recurrent modules, it is
inevitable that NeRF-VPT requires more time for training.
Table 7. outlines the training time of NeRF-VPT in each
stage for 640 × 480 indoor scenes on Replica, showing
our method is cost-effective: From Stage 1 to 6, the PSNR
consistently increases, but the training time does not in-
crease proportionally despite the visual prompts becoming
more accurate and informative. As the iterations progress,
the training time per round significantly decreases, primarily
due to the increasing accuracy of the given visual prompts,
which reduces the learning difficulty for the network.

Effect of Prior Knowledge. Prior knowledge plays a cru-
cial role in our method, so how and where to incorporate
the prior to warrant further study. Hence, we conducted a
comparative analysis, which involved the following steps: i)
Extracting and fusing features from scene images. We uni-
formly sampled 20 images from the training set to represent
the entire scene and utilized the Swin-Transformer to extract
their features. Subsequently, we employed soft-view pool-
ing(Li et al. 2020) to fuse the extracted features. Finally,
we integrated these fused features into each Linear Layer
within the MLPs. ii) As discussed in the previous section
on the method, we also explored the direct integration of
ground truth as prior knowledge into the network. However,
due to the unavailability of ground truth for unknown view-
points during testing, we utilized the ground truth from the
test set as prior in this set of experiments. Furthermore, we
supplemented the results with experiments using Gaussian
noise as a substitute for prior knowledge; iii)We also con-
ducted a comparison to evaluate the disparities arising from
incorporating prior knowledge in position encoding and di-
rection encoding. The experimental results further validated
our hypothesis: the ability of MLPs to predict color is more
significantly influenced by the direction information. This
can be attributed to the fact that, during the reconstruction
of objects, after predicting volume density based on posi-
tional information, different direction information can in-
duce diverse color variations for the same position. We did
the above comparative experiments on the Replica dataset,
and the detailed experimental results are in Table 6.

Effect of Prior Model Re-utilization. Our method en-
hances the quality of synthesized images by incorporating
prior knowledge as guidance during the iterative process. We
illustrate this evolution in Table 7, revealing that the perfor-
mance reaches its peak after the sixth iteration stage.

Conclusion
This study proposes a novel and general framework to im-
prove the performance of view synthesis based on NeRF. We
present NeRF-VPT which introduces a new structure with
recurrent modules and adopts the output of NeRF as priors.
This allows NeRF-VPT to significantly improve the quality
of view-dependent appearance. It is portable-friendly and is
capable of combining with the existing methods to get state-
of-art performance. We believe that this work provides new
perspectives to take full advantage of representation.
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