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Abstract
Whole slide image (WSI) classification is a crucial compo-
nent in automated pathology analysis. Due to the inherent
challenges of high-resolution WSIs and the absence of patch-
level labels, most of the proposed methods follow the multi-
ple instance learning (MIL) formulation. While MIL has been
equipped with excellent instance feature extractors and ag-
gregators, it is prone to learn spurious associations that un-
dermine the performance of the model. For example, relying
solely on color features may lead to erroneous diagnoses due
to spurious associations between the disease and the color
of patches. To address this issue, we develop a causal MIL
framework for WSI classification, effectively distinguishing
between causal and spurious associations. Specifically, we
use the expectation of the intervention P (Y |do(X)) for bag
prediction rather than the traditional likelihood P (Y |X). By
applying the front-door adjustment, the spurious association
is effectively blocked, where the intervened mediator is ag-
gregated from patch-level features. We evaluate our proposed
method on two publicly available WSI datasets, Camelyon16
and TCGA-NSCLC. Our causal MIL framework shows out-
standing performance and is plug-and-play, seamlessly inte-
grating with various feature extractors and aggregators.

1 Introduction
Whole slide scanning enables the digital preservation of
pathology tissues as whole slide images (WSIs), which is
an essential component of modern digital pathology’s auto-
mated analysis (Wang et al. 2019; Qu et al. 2022a,b). The
use of deep learning models for automated WSI diagnos-
tics holds immense potential (Qu et al. 2022c; Li, Li, and
Eliceiri 2021; Campanella et al. 2019; Wang et al. 2022;
Ilse, Tomczak, and Welling 2018; Lu et al. 2021; Hou et al.
2016). However, due to extremely high resolutions and a
huge amount of memory, two challenges have arisen for
deep learning methods. Firstly, it is infeasible to input WSIs
directly into a neural network. Secondly, WSIs lack patch-
level annotations because lesion areas need to be labeled
by expert pathologists, which is a time-consuming process,
especially when dealing with giant sizes. To address these
issues, several weakly supervised methods for WSI classi-
fication have been proposed, with most methods following
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the multiple instance learning (MIL) formulation (Shi et al.
2020; Xiang et al. 2022; Zhu et al. 2022; Shao et al. 2021).

In the MIL paradigm, a WSI acts as the bag, while thou-
sands of patches act as instances. A bag is considered posi-
tive if it contains at least one positive instance. The popular
MIL method can be divided into three stages: 1) extracting
instance-level features via a deep neural network, 2) aggre-
gating instance-level features into a bag-level feature via a
specific aggregator, and 3) training the classifier with bag
labels for prediction in a fully supervised manner. Current
research mainly focuses on improving aggregators and en-
hancing the instance-level weakly supervised signal beyond
the bag-level supervision (Ilse, Tomczak, and Welling 2018;
Qu et al. 2022c). Some work focuses on extracting superior
features in the first stage, such as through self-supervised
learning and multi-scale learning (Chen and Krishnan 2022;
Chen et al. 2022; Li, Li, and Eliceiri 2021).

Currently, MIL for WSI classification has been equipped
with excellent instance feature extractors and aggregators,
but it is prone to learn spurious associations. The spurious
association is implicit and even unobserved, but it does im-
pair the performance of the model, which has been demon-
strated in many tasks (Yang et al. 2021; Tang, Huang, and
Zhang 2020; Wang et al. 2021; Ding et al. 2022). As for the
WSI classification, instances in a bag exhibit high similarity
because they are extracted from the same WSI and share
similar tissue structures. However, significant differences
exist between slides, including differences caused by imag-
ing instruments, staining colors, or tissue types. As shown in
Figure 1, the difference in color between the two samples is
significant, but it is difficult to distinguish between tumors
and normal cells in Figure 1b. Unfortunately, the model may
make mistakes by distinguishing positive and negative bags
based on superficial differences among slides (learned from
the spurious association) rather than essential differences be-
tween the tumor and normal tissue (learned by eliminating
the spurious association).

We formally define this spurious association as a chal-
lenge in MIL from the causal view. To explore spurious as-
sociations, we propose a causal graph based on the structural
causal model (Glymour, Pearl, and Jewell 2016) to depict
the problem, shown in Figure 1c. The variables we study are
denoted as nodes in the graph, including instance-level fea-
ture X , bag-level feature Z, model prediction Y , and un-
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Figure 1: Samples of WSIs and the proposed causal graph
explaining the MIL. (a) Negative sample. (b) Positive sam-
ple. Cancer patches are marked with a red border. Patches
within the same slide are closer than the patches on different
slides in color. (c) The proposed causal graph. We can iden-
tify the effect of X on Y , including the causal association
(via X → Z → Y ) and the confounding association (via
X ← C → Y ). See Section 3.2 for more details.

observed confounder C. Links denote the causal relation
among nodes. The link X → Z reflects that the bag-level
feature is aggregated from instance-level features. The link
Z → Y reflects that the classifier predicts the result from the
bag-level features. In particular, the ubiquitous confounder
affects the feature and prediction result (via C → X and
C → Y ), which creates a spurious association. We ignore
the image-to-feature extraction process, which is carried out
in advance by a network with fixed parameters. Based on
the causal graph, we can identify the effect of X on Y , in-
cluding the causal association (via X → Z → Y ) and the
confounding association (via X ← C → Y ).

We noted that IBMIL (Lin et al. 2023) introduced the
backdoor adjustment, where the defined observable con-
founded set was approximated through bag-level features,
then it intervened on the bag-level features. In contrast, we
model the MIL process in more detail and intervene on the
instance-level features using front-door adjustment, cleverly
avoiding the modeling of unobservable confounder. IBMIL
adopted an independent two-stage training approach, where
the confounded set was not updated during the second stage.
Conversely, our training strategy is a holistic process, ensur-
ing that all features involved are continuously updated.

In this paper, we propose a causal scheme of the multiple
instance learning to face the challenge of spurious associa-
tions, named CaMIL. Our objective is to estimate the causal
effect from X to Y for WSIs classification, thus we use the
expectation of the intervention P (Y |do(X)) for bag predic-
tion rather than the traditional likelihood P (Y |X). Thanks
to the causal intervention, we can block the confounding
association by front-door adjustment. The key of the front-
door adjustment is the mediator, and it just so happens that
the bag-level feature Z acts as this critical mediator for pre-
diction. By focusing on the mediator Z, we only condition
on X in P (Y |do(Z)), and avoid modeling unobserved con-
founder C (see Section 3.2 for details). We evaluate our
proposed method on two publicly available WSI datasets:
Camelyon16 (Bejnordi et al. 2017) and TCGA-NSCLC. Our
method is plug-and-play and compatible with various fea-

ture extractors and aggregators. Building the other SOTA
methods, our method shows outstanding promise.

2 Related Work
MIL on WSIs Bag-based methods aim to train instance
classifiers using pseudo-labels and subsequently aggregate
the results of top-k instances to make the bag prediction
(Chikontwe et al. 2020; Xu et al. 2019). In contrast to the
previous methods, instance-based methods place greater em-
phasis on aggregating instance-level features to generate
high-level bag features, which are used to train bag-level
classifiers with bag labels (Sharma et al. 2021; Zhu et al.
2017; Li, Li, and Eliceiri 2021; Zhang et al. 2022; Ilse,
Tomczak, and Welling 2018; Lu et al. 2021; Shao et al.
2021). These methods are empirically proven to be superior
to instance-based methods. A classical method is ABMIL
(Ilse, Tomczak, and Welling 2018), which uses attention
scores as weight values to aggregate individual instance-
level features. Recently, researchers have explored modifi-
cations to the weight generation, such as using the cosine
distance between instances and the target instance (Li, Li,
and Eliceiri 2021). Moreover, TransMIL (Shao et al. 2021)
relies on correlated multiple instance learning via transform-
ers (Vaswani et al. 2017) to capture interactive information
within a WSI. Another strategy, introduced by Lu et al. (Lu
et al. 2021), incorporates a clustering loss to expand the dis-
tance between positive and negative instances within each
bag. Nevertheless, despite these advances, spurious associa-
tions are almost ignored in WSIs and instance-based meth-
ods may suffer from spurious associations, which could limit
their efficacy. Consequently, a new causal method is neces-
sary to address this challenge and improve the performance
of WSI classification.

Causal Inference Combining machine learning with
causal inference is relatively new research that has gained
significant attention in recent years. One key advantage
of causal inference is the ability to eliminate harmful
confounding effects through interventions using structural
causal models (Glymour, Pearl, and Jewell 2016; Pearl
2014). Several studies have incorporated causal inference
into various machine learning tasks, such as semantic seg-
mentation (Zhang et al. 2020), visual categorization (Rao
et al. 2021), vision-language tasks (Yang et al. 2021; Niu
et al. 2021; Wang et al. 2020), and reinforcement learning
(Everitt et al. 2021; Pearl 2014). We noted that IBMIL (Lin
et al. 2023) used the backdoor adjustment and intervened on
bags, yet it obtained the representation of the confounded
set through bag-level features. In contrast, our approach em-
ploys front-door adjustment by intervening on instances and
avoids the necessity of directly modeling the confounded set
(see Section 4.5 for details).

3 Method
3.1 Multiple Instance Learning Formulation
In multiple instance learning, each bag consists of multi-
ple instances. The bag is labeled negative only if all in-
stances in the bag are negative. Conversely, the bag is la-
beled positive if at least one of its instances is positive. Let
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Figure 2: Overall architecture of our proposed causal multiple instance learning (CaMIL). The top part represents conventional
MIL, and the lower part illustrates the key of CaMIL. Instances within all bags are grouped into clusters, and then the pooling
features of each cluster are obtained. Subsequently, a cross-attention mechanism is employed to fuse these features with the
variable Z, enabling better feature representation and causal modeling for improved bag-level predictions. The instance-level
features used for clustering are continuously updated.

Si = {(pi,1, yi,1), ..., (pi,n, yi,n)} represent a bag with pi,j
instances and their corresponding labels yi,j ∈ {0, 1}. The
bag label Yi can be defined as follows (Ilse, Tomczak, and
Welling 2018):

Yi =

{
0, iff

∑
j yi,j = 0,

1, otherwise.
(1)

We only have access to bag-level labels, and the instance-
level labels remain unknown. The objective is to learn a
model that can predict the label of the bag based on the in-
put instances. As shown in Figure 2, the conventional MIL
mainly consists of three modules: extraction, aggregation,
and classification, corresponding to the top part in the figure.
Bag-based multiple instance learning methods employ an
instance-level feature extractor f(·) that maps the instance
into the low-dimensional feature representation. An aggre-
gation g(·) is then applied to combine these instance-level
features and to produce a bag-level feature. Finally, a classi-
fier h(·) predicts the probabilities Ŷ of the bag label based
on the bag-level feature. The whole stage can be expressed
by the following formula:

Ŷi = h (g(xi,1, xi,n, ..., xi,n)) , xi,j = f(pi,j). (2)

The aggregator and classifier are eventually optimized by
minimizing the cross-entropy between Yi and Ŷi.

3.2 CaMIL
To investigate the multiple instance learning methods and
what factors affect the prediction, we propose a causal graph
with variables: instance-level feature X , bag-level feature Z,
model prediction Y , and unobserved confounder C, shown
in Figure 3. The causal graph is used to portray the study
variables of interest and their interactions through causal

links. The link X → Z reflects that the bag-level feature is
aggregated from instance-level features, and the link Z → Y
reflects that the classifier predicts the result from the bag-
level features. In particular, the ubiquitous confounder af-
fects the feature and prediction result (via C → X and
C → Y ). Note that we ignore the image-to-feature extrac-
tion process, which is carried out in advance by a network
with fixed parameters. We can intuitively identify the effect
of X on Y in the graph, including the causal association
(via X → Z → Y ) and the confounding association (via
X ← C → Y ). The confounding association can be a harm-
ful shortcut for models, as models can make predictions di-
rectly without exploring whether positive instances exist in
the input data. In the causal association, the mediator Z is
very helpful, and we can split the causal effect into three
steps by focusing on Z (Glymour, Pearl, and Jewell 2016;
Pearl 2014): 1) calculate the causal effect of X → Z, 2)
calculate the causal effect of Z → Y , and 3) calculate the
causal effect of X → Z → Y by combining the above steps.

Step I. As shown in Figure 3a, it is easy to calculate the
causal effect of X on Z, because the path X ← C → Y ←
Z is a blocked back-door path and Y is a collider. The only
causal effect flows via X → Z:

P (z | do(x)) = P (z | x). (3)

Step II. It is critical to calculate the causal effect of Z
on Y shown in Figure 3b, including the causal associa-
tion (via Z → Y ) and the confounding association (via
Z ← X ← C → Y ). By Bayesian network factoriza-
tion and conditional independence, we can transform the
unsolvable C into X . Importantly, we condition on X and
marginalize it out to block the confounding association:

P (y | do(z)) =
∑
x

P (y | z, x)P (x). (4)
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Figure 3: The proposed causal graph explaining the multiple instance learning. (a) The causal effect of X → Z. The dotted
link X ← C → Y ← Z denotes a blocked path because of the collider Y . (b) The causal effect of Z → Y . The red link
Z ← X ← C → Y denotes a back-door path. (c) The causal effect of X → Y .

Step III. The causal effect of X on Z and the causal effect
of Z on Y are obtained, then we can combine the two steps
to get the total causal effect shown in Figure 3c. We sum
over all possible realizations of the random variable Z:

P (y | do(x)) =
∑
z

P (z | x)
∑
x′

P (y | z, x′)P (x′). (5)

3.3 Framework
Instances within the bag are encoded into instance-level fea-
tures {xi,1, xi,2, ..., xi,n}. As there are tens of thousands
of instances in the bag, this step is done in advance. An ag-
gregation g(·) combines these instance-level features into a
bag-level feature z, which corresponds to the term P (z | x)
in Equation (5). We keep in mind that the variable z depends
on x by an aggregation g(·), so z = g(x) is omitted as z in
the subsequent calculation:

P (y | do(x)) =
∑
x′

P (y | z = g(x), x′) · P (x′)

= Ex′ [P (y | z, x′)] .

(6)

Now, solving
∑

x′ P (y | z, x′)P (x′) is our goal. We intro-
duce an instance buffer to store instances within all bags in
advance. However, it is computationally expensive for each
bag prediction because of the iteration over all instances.
Instead, it is more reasonable to first divide all instances
within the buffer into k clusters using K-means and then
iterate through each cluster. Each cluster represents a subset
of instances that share similar characteristics, thereby cap-
turing the essential information needed for bag classifica-
tion. Then, the average features of each cluster are obtained
through pooling operations. Therefore, we obtain the new set
x′ = [x′

1, x
′
2, ..., x

′
K ] of instance-level features after clus-

tering and pooling, where x′
k is the average of the instance-

level features in k-th cluster. The final computational com-
plexity is reduced from O(N ·N ·M) to O(N ·K), where N
is the number of bags, M is the average number of instances
in each bag, and K is the number of clusters. Subsequently,
a cross-attention mechanism (Vaswani et al. 2017) is em-
ployed to fuse the average features of each cluster with the
variable Z. This fusion allows for the integration of global
information, and the formula of cross-attention is as follows:

ϕ(z, x′) =

[
P (x′) · Softmax

(
(Wqz)

⊤(Wkx
′)√

d

)]
(Wvx

′),

(7)

where Wq , Wk, and Wv are three linear projections, and d
denotes the dimension of feature. Generally, we set the prior
P (x′) to 1/K, which is fair for each cluster. The concat op-
erator is used to merge the bag-level feature and the fused
feature, and then we apply NWGM (Xu et al. 2015; Baldi
and Sadowski 2014) to approximate the expectation and to
circumvent multiple forward passes within the causal net-
work. The formula is as follows:

P (y | do(x)) ≈ P (y | z ⊕ ϕ(z, x′)) . (8)

The feature extractor f(·) is a neural network using fixed pa-
rameters, including ResNet (He et al. 2016) or ViT (Doso-
vitskiy et al. 2020). The aggregation g(·) is a permutation-
invariant operator (Ilse, Tomczak, and Welling 2018) that
corresponds to the attention-based method and other vari-
ants. The classifier h(·) is a multi-layer perception.

Note that IBMIL (Lin et al. 2023) fused the bag-level fea-
ture and confounded set obtained by clustering the bag-level
features. Instead, we combine the bag-level feature z and
global instance-level features x′ by Equation (7). More im-
portantly, the aggregation of z is conducted by g(·), and we
demonstrate that it is more advantageous to sample z multi-
ple times with distinct aggregators g(·) in Section 4.5.

4 Experiments and Results
4.1 Datasets and Evaluation Metrics
Camelyon16 (Bejnordi et al. 2017) is a public dataset for
the detection of metastases in breast cancer. The dataset con-
sists of 270 training images and 129 test images, which are
cropped to roughly 1.2 million non-overlapping patches of
size 256 × 256 at 5× magnification, with an average of ap-
proximately 3,000 patches obtained per WSI.

The cancer genome atlas non-small cell lung cancer
(TCGA-NSCLC) dataset includes two subtypes of lung
cancer, lung squamous cell carcinoma (LUSC) and lung ade-
nocarcinoma (LUAD), with a total of 1,054 WSI. We divide
the dataset into a training set, a validation set, and a test set
according to 7:1:2. The dataset yields 14.9 million patches
at 20× magnification, with an average of roughly 14,000
patches obtained per bag.

To measure our method more comprehensively, we use
four evaluation metrics of classification performance, in-
cluding precision, accuracy, F1, and area under the curve
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ResNet18 ViT-small

Prec. Acc. F1 AUC Prec. Acc. F1 AUC

ABMIL 81.71 80.62 79.94 80.96 77.75 77.52 77.59 80.81
w/ causal 83.43 82.17 81.54 82.47 80.08 79.84 79.45 80.89

∆ 1.72 1.55 1.60 1.51 2.33 2.32 1.86 0.08

DSMIL 78.97 79.07 78.98 81.08 81.51 81.40 81.12 85.55
w/ causal 85.41 82.17 81.11 82.37 88.65 87.60 87.28 88.14

∆ 6.44 3.10 2.13 1.29 7.14 6.20 6.16 2.59

TransMIL 69.44 69.77 69.39 69.15 72.26 72.09 72.16 76.50
w/ causal 72.26 72.09 72.16 72.60 75.03 75.19 75.04 76.23

∆ 2.82 2.32 2.77 3.45 2.77 3.10 2.88 -0.27

CLAM-SB 83.92 79.84 78.36 77.16 85.17 82.95 82.15 82.69
w/ causal 83.38 81.40 80.53 81.85 85.73 83.72 83.03 82.67

∆ -0.54 1.56 2.17 4.69 0.56 0.77 0.88 -0.02

CLAM-MB 82.23 79.84 78.74 77.62 84.07 81.40 80.38 82.81
w/ causal 85.17 82.95 82.15 81.77 86.43 83.72 82.90 85.53

∆ 2.94 3.11 3.41 4.15 2.36 2.32 2.52 2.72

DTFD 81.02 80.62 80.18 78.79 82.10 82.17 82.09 81.35
w/ causal 87.45 86.05 85.60 85.63 87.28 83.72 82.76 82.32

∆ 6.43 5.43 5.42 6.84 5.18 1.55 0.67 0.97

Table 1: Results on the Camelyon16 dataset (%).

(AUC). The setting of the classification threshold is the same
as in DSMIL (Li, Li, and Eliceiri 2021).

4.2 Implementation Details
For the pre-processing, two extractors of different architec-
tures are used, including a CNN-based ResNet18 (He et al.
2016) and a transformer-based ViT-small (Dosovitskiy et al.
2020). Both ResNet18 and ViT-small use pre-trained pa-
rameters. The difference is that ResNet18 extracts a 512-
dimensional feature, while ViT-small extracts multiple to-
kens in 384 dimensions, with only the class token being uti-
lized. During training, instance-level features are mapped to
512-dimensional space via a fully connected layer. We use
the Adam optimizer with the initial learning rate of 2e-4 and
weight decay of 5e-4 for the majority of experiments. In par-
ticular, we remain the Lookahead optimizer (Zhang et al.
2019) in the experiments about TransMIL (Shao et al. 2021),
consistent with the setup described in the original paper. The
size of the mini-batch for training models is 1, and the num-
ber of epochs is 100. By default, up to 4,000 instances are
randomly selected from each bag and added to the instance
buffer, with the buffer being updated every epoch. The num-
ber of clusters by K-means is set to 8. All experiments are
implemented on an NVIDIA GeForce RTX 3090.

4.3 Experimental Results
We integrate our causal method into the SOTA MIL models
(Ilse, Tomczak, and Welling 2018; Li, Li, and Eliceiri 2021;
Shao et al. 2021; Lu et al. 2021; Zhang et al. 2022) on the
task of WSI classification. Table 1 shows the results on the
Camelyon16 dataset for WSI classification. Overall, the per-
formance of the original methods has been consistently en-
hanced after the fusion of the causal method on the metrics

of precision, accuracy, F1, and AUC. Apparently, the perfor-
mance improvement of four metrics under ResNet18 extrac-
tion exceeds 5% on the DTFD method. Importantly, spurious
association effects are universal in different architectures,
and causal methods work in both a CNN-based ResNet18
(He et al. 2016) and a transformer-based ViT-small (Doso-
vitskiy et al. 2020).

Table 2 shows the results of the TCGA-NSCLC dataset.
Similar to the findings from the Camelyon16 dataset, the
performance of experiments has been improved, which
proves that our method is compatible with various feature
extractors and aggregators. Specifically, the DTFD method
exhibits a more significant improvement compared to other
MIL aggregators when using the ResNet18 extractor, consis-
tent with the results obtained from the Camelyon16 dataset.
Under the different MIL aggregators, the causal method has
a more significant improvement on the ResNet18 extractor
than on the ViT-small extractor.

4.4 Ablation Study and Sensitivity Analysis
Number of Clusters. The number of clusters is a hyper-
parameter, and we respectively set the number of clusters to
2, 4, 8, or 16. We study the effect of the number of clusters
based on the ABMIL method on the TCGA-NSCLC dataset.
Our method remains effective even when the number of clus-
ters reaches 16. Moreover, we also carry out this experiment
on two non-parametric aggregators: max-pooling and mean-
pooling. Figure 4 shows that our method improves the re-
sults under different numbers of clusters, regardless of using
a parameterized aggregator or a non-parametric aggregator.

Number of Instances for Clustering. We explore the
effect of the number of instances in each bag that enters
the instance buffer on the TCGA-NSCLC dataset. Figure 5a

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

1124



ResNet18 ViT-small

Prec. Acc. F1 AUC Prec. Acc. F1 AUC

ABMIL 85.47 85.67 85.51 90.94 87.51 87.20 87.20 93.87
w/ causal 87.93 87.92 87.92 91.82 88.39 88.39 88.37 94.36

∆ 2.46 2.25 2.41 0.88 0.88 1.19 1.17 0.49

DSMIL 76.61 76.54 76.54 81.38 84.57 84.12 84.08 89.41
w/ causal 78.33 78.20 78.17 82.60 84.50 84.36 84.33 89.61

∆ 1.72 1.66 1.63 1.22 -0.07 0.24 0.25 0.20

TransMIL 86.87 86.73 86.73 92.25 88.40 88.15 88.11 92.41
w/ causal 88.46 88.15 88.15 91.70 90.07 90.05 90.04 94.59

∆ 1.59 1.42 1.42 -0.55 1.67 1.90 1.93 2.18

CLAM-SB 83.55 81.99 81.86 88.79 88.79 88.15 88.07 94.67
w/ causal 86.91 86.73 86.69 91.62 90.46 90.05 90.00 95.64

∆ 3.36 4.74 4.83 2.83 1.67 1.90 1.93 0.97

CLAM-MB 84.98 83.89 83.81 89.08 86.70 86.26 86.24 94.36
w/ causal 87.25 87.20 87.21 91.18 89.58 88.63 88.59 95.02

∆ 2.27 3.31 3.40 2.10 2.88 2.37 2.35 0.66

DTFD 83.43 82.94 82.92 88.92 87.40 87.20 87.20 90.52
w/ causal 87.92 87.92 87.92 91.47 90.05 90.05 90.05 93.20

∆ 4.49 4.98 5.00 2.55 2.65 2.85 2.85 2.68

Table 2: Results on the TCGA-NSCLC dataset (%).
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Figure 4: Results of the ablation. (a) Number of clusters on the ABMIL method. (b) Number of clusters on the max-pooling
aggregators. (c) Number of clusters on the mean-pooling aggregators.

shows the results based on the ABMIL method. We find that
we only need to sample 1,000 instances of each bag into the
instance buffer to get good results when the average bag ac-
tually has 14,000 instances.

Frequency of Update. To verify the effect of the update
frequency of the instance buffer, we respectively set the in-
stance buffer to be updated every 1, 2, 4, or 8 epochs. Fig-
ure 5b shows the results based on the ABMIL method on the
TCGA-NSCLC dataset. When the instance buffer is updated
slowly, the performance of the model drops because the fea-
tures in the instance buffer still remain in the same state as
before several epochs.

Dimension of Instance-level Features. All the instance
features are initially mapped to the task-specific feature
through a linear layer, and the dimension of the task-specific
feature affects the number of parameters in the model. We

respectively set dimensions to 64, 128, 256, 512, and 1,024
based on the TCGA-NSCLC dataset. Changes in precision
and accuracy remain consistent in Figure 5c, and the best
performance is achieved when the dimension rises to 1,024.

4.5 Discussion
While IBMIL (Lin et al. 2023) leverages backdoor adjust-
ment and acquires the representation of the confounded set
through clustering bag-level features, our approach employs
front-door adjustment, obviating the necessity of directly
modeling the confounder set. In our methodology, we per-
form clustering on instance-level features, aiming to de-
crease the instance count for intervention expectation calcu-
lation. IBMIL employs a two-stage training paradigm. In the
second stage, the deconfounding network is trained, with the
confounded set remaining constant during this phase. In con-
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Figure 5: Sensitivity analysis. (a) Number of instances for clustering. (b) Frequency of update. (c) Dimension of features.
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Figure 6: Results of fusing multiple aggregators. (a) The combination of DSMIL and DTFD-MaxS (without or with the causal
method). (b) The combination of DSMIL and DTFD-MaxMinS. (c) The combination of DSMIL and DTFD-AFS.

trast, our approach is single-stage. The instances needed for
clustering evolve with network updates, and the clustering
outcomes are renewed with each epoch. We provide the ex-
periments with IBMIL based on DSMIL, and Table 3 shows
that the enhancement of our method is pronounced.

Prec. Acc. F1 AUC

IBMIL 81.99 81.40 80.92 83.85
CaMIL 85.41 82.17 81.11 82.37

Table 3: Comparison of the results of CaMIL and IBMIL.

In the above experiments, the bag-level features are ob-
tained through an aggregator. Ensemble learning assembles
multiple basic learning models into a strong learner. To ex-
plore whether ensemble aggregators can mitigate the effect
of spurious associations, we integrate several different ag-
gregators and then use the average of the prediction re-
sults of multiple classifiers as the final prediction. We in-
tegrate DSMIL and three different strategies of DTFD sepa-
rately and conduct experiments on the Camelyon16 dataset.
As shown in Figure 6, in the absence of causal interven-
tion, using different aggregators may not exceed the best
experimental performance achieved by a single aggregator,

and may even yield worse results than those of all individ-
ual aggregators. This phenomenon may be due to the pres-
ence of similarities or common biases among the aggrega-
tors, which are magnified. After incorporating causal meth-
ods, the aforementioned unfavorable phenomenon is signif-
icantly improved, especially in the combinations of DTFD-
MaxS and DSMIL, which greatly surpasses the best experi-
mental performance achieved by a single aggregator.

5 Conclusion
In this paper, we establish a causal MIL framework to face
the challenge of spurious associations. We not only theo-
retically explain the causal effect by distinguishing between
causal and confounding associations, but also derive a causal
intervention for unobserved confounders. By focusing on
the bag-level feature and acting as the mediator, we use the
front-door adjustment to block the spurious association and
calculate the expectation of interventions on the mediator
for bag predictions instead of the traditional likelihood. Ex-
tensive experiments are conducted on two publicly available
WSI datasets: Camelyon16 and TCGA-NSCLC. Our causal
method is a plug-and-play framework and it is applicable
to different feature extractors and aggregators. Building the
other SOTA methods, CaMIL shows outstanding promise.
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