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Abstract
Real-world image super-resolution (RWSR) is a long-standing problem as low-quality (LQ) images often have complex and unidentified degradations. Existing methods such as Generative Adversarial Networks (GANs) or continuous diffusion models present their own issues including GANs being difficult to train while continuous diffusion models requiring numerous inference steps. In this paper, we propose an Iterative Token Evaluation and Refinement (ITER) framework for RWSR, which utilizes a discrete diffusion model operating in the discrete token representation space, i.e., indexes of features extracted from a VQGAN codebook pre-trained with high-quality (HQ) images. We show that ITER is easier to train than GANs and more efficient than continuous diffusion models. Specifically, we divide RWSR into two sub-tasks, i.e., distortion removal and texture generation. Distortion removal involves simple HQ token prediction with LQ images, while texture generation uses a discrete diffusion model to iteratively refine the distortion removal output with a token refinement network. In particular, we propose to include a token evaluation network in the discrete diffusion process. It learns to evaluate which tokens are good restorations and helps to improve the iterative refinement results. Moreover, the evaluation network can first check status of the distortion removal output and then adaptively select total refinement steps needed, thereby maintaining a good balance between distortion removal and texture generation. Extensive experimental results show that ITER is easy to train and performs well within just 8 iterative steps.

Introduction
Single-image super-resolution (SISR) aims to restore high-quality (HQ) outputs from low-quality (LQ) inputs that have been degraded through processes such as downsampling, blurring, noise, and compression. Previous studies (Liang et al. 2021; Zamir et al. 2022; Chen et al. 2023) have achieved remarkable progress in enhancing LQ images degraded by a single predefined type of degradation, thanks to the emergence of increasingly powerful deep networks. However, in real-world LQ images, multiple unknown degradations are typically present, making previous methods unsuitable for such complex scenarios.

Real-world super-resolution (RWSR) is particularly ill-posed because details are usually corrupted or completely lost due to complex degradations. In general, the RWSR can be divided into two subtasks: distortion removal and conditioned texture generation. Many existing approaches, such as (Wang et al. 2018b; Zhang et al. 2019a), follow the seminal SRGAN (Ledig et al. 2017) and rely on Generative Adversarial Networks (GANs). Typically, these methods require the joint optimization of various constraints for the two subtasks: 1) reconstruction loss for distortion removal, which is usually composed of pixel-wise L1/L2 loss and feature space perceptual loss; 2) adversarial loss for texture generation. Effective training of these models often involves tedious fine-tuning of hyper-parameters between restoration and generation abilities. Moreover, most models have a fixed preference for restoration and generation and cannot be flexibly adapted to LQ inputs with different degradation levels. Recently, approaches such as SR3 (Saharia et al. 2022) and LDM (Rombach et al. 2022) have turned to the popular diffusion model (DM) for realistic generative ability. Although DMs are easier to train and more powerful than GANs, they require hundreds or even thousands of iterative steps to generate outputs. Additionally, current DM-based methods have only been shown to be effective on images with moderate
distortions. Their performance on severely distorted real-world LQ images remains to be validated.

In this paper, we introduce a new framework for RWSR based on a conditioned discrete diffusion model, called Iterative Token Evaluation and Refinement (ITER). ITER incorporates several critical designs to address the challenges of RWSR. Firstly, we formulate the RWSR task as a discrete token space problem, utilizing a pretrained codebook of VQ-GAN (Esser, Rombach, and Ommer 2021), instead of pixel space regression. This approach offers two advantages: 1) A small discrete proxy space reduces the ambiguity of image restoration, as demonstrated in (Zhou et al. 2022); 2) Generative sampling in a limited discrete space requires fewer iteration steps than denoising diffusion sampling in an infinite continuous space, as shown in (Bond-Taylor et al. 2022; Gu et al. 2022; Chang et al. 2022). Secondly, in contrast to previous GAN and DM methods, we explicitly separate the two sub-tasks of RWSR and address them with token restoration and token refinement modules, respectively. For the first task, we use a simple token restoration network to predict HQ tokens from LQ images. For the second task, we use a conditioned discrete diffusion model to iteratively refine outputs from the token restoration network. This approach facilitates optimizing each module and enables flexible trade-offs between restoration and generation. Finally, we propose to include a token evaluation block in the condition diffusion process. Unlike previous discrete diffusion models (Bond-Taylor et al. 2022; Chang et al. 2022) which directly rely on token prediction probability to select tokens to keep in each de-masking step, we introduce a evaluation block to check whether each tokens are correctly refined or not. This allows our model to better select good tokens in each step during iterative refinement process, and therefore improve the final results. Additionally, the token evaluation block enables us to adaptively select the total refinement steps to balance restoration and texture generation by evaluating the initially restored tokens. We can use fewer refinement steps for good initial restoration results to avoid over-textured outputs. The experiments demonstrate that our proposed ITER framework can effectively remove distortions and generate realistic textures without tedious GAN training in an efficient manner, requiring less than 8 iterative refinement steps. Please refer to Fig. 1 for an example. In summary, our contributions are as follows:

- We propose a novel framework, ITER, that addresses the two sub-tasks of RWSR in discrete token space. Compared to GAN, ITER is much easier to train and more flexible at inference time. Compared to DM-based methods, it requires fewer iteration steps and has demonstrated effectiveness on real-world LQ inputs with complex degradations.

- We propose an iterative evaluation and refinement approach for texture generation. The newly introduced token evaluation block allows the model to make better decisions on which tokens to refine during the iterative refinement process. Furthermore, by evaluating the quality of initially restored tokens, ITER is able to adaptively balance distortion removal and the texture generation in the final results by using different refinement steps. Besides, the user can also manually control the visual effects of outputs through a threshold value without the need for retraining the model.

**Related Works**

In this section, we provide a brief overview of SISR and generative models utilized in SR. We also recommend recent literature reviews (Anwar, Khan, and Barnes 2020; Liu et al. 2022, 2023) for more comprehensive summaries.

**Single Image Super-Resolution.** Recent SISR for bicubic downsampled LQ images has made remarkable progress with the improvement of network architectures. Methods such as (Kim, Lee, and Lee 2016a,b; Lim et al. 2017; Ledig et al. 2017; Zhang et al. 2018c) introduced deeper and wider networks with more skip connections, showing the power of residual learning (He et al. 2016). Attention mechanisms, including channel attention (Zhang et al. 2018b), spatial attention (Niu et al. 2020; Chen et al. 2020), and non-local attention (Zhang et al. 2019b; Mei, Fan, and Zhou 2021; Zhou et al. 2020), have also been found to be beneficial. Recent works employing vision transformers (Chen et al. 2021; Liang et al. 2021; Zhang et al. 2022; Chen et al. 2023) have surpassed CNN-based networks by a large margin, thanks to the ability to model relationships in a large receptive field.

Latest works have focused on the challenging task of RWSR. Some methods (Fritsche, Gu, and Timofte 2019; Wei et al. 2021; Wan et al. 2020; Maeda 2020; Ji et al. 2020; Wang et al. 2021a; Zhang et al. 2021a; Mou et al. 2022; Liang, Zeng, and Zhang 2022) implicitly learn degradation representations from LQ inputs and perform well in distortion removal. However, their generalization ability is limited due to the complexity of the real-world degradation space. BSRGAN (Zhang et al. 2021b) and Real-ESRGAN (Wang et al. 2021c) adopt manually designed large degradation space to synthesize LQ inputs and have proven to be effective. Li et al. (Li et al. 2022) proposed learning degradations from real LQ-HQ faces and then synthesizing training datasets. Although these methods improve distortion removal, they rely on unstable adversarial training to generate missing details, which may result in unrealistic textures.

**Generative Models for Super-Resolution.** Many works employ GAN networks to generate missing textures for real LQ images. StyleGAN (Karras et al. 2020) works well for real face SR (Yang et al. 2021; Wang et al. 2021b; Chan et al. 2021). Pan et al. (Pan et al. 2020) used a BigGAN generator (Brock, Donahue, and Simonyan 2019) for natural image restoration. The recent VQGAN/Esser, Rombach, and Ommer 2021 demonstrates superior performance in image synthesis and is shown to be effective in real SR of both face (Zhou et al. 2022) and natural images (Chen et al. 2022).

The latest works with diffusion models (Saharia et al. 2022; Rombach et al. 2022; Gao et al. 2023; Wang et al. 2023) are more powerful than GAN, but they are based on continuous feature space and require many iterative sampling steps. In this work, we take advantage of the discrete diffusion models (Gu et al. 2022; Bond-Taylor et al. 2022;
Chang et al. 2022), which is powerful in texture generation and efficient at inference time. To the best of our knowledge, we are the first work to show the potential of discrete diffusion models on image restoration.

Methodology

In this work, we propose a new iterative token sampling approach for texture generation in RWSR. Our pipeline operates in the discrete representation space pre-trained by VQGAN, which has been shown to be effective in image restoration (Chen et al. 2022; Zhou et al. 2022). Our framework consists of three stages:

- **Stage I: HQ images to discrete tokens.** Different from previous works based on continuous latent diffusion models, our method is based on discrete latent space. Therefore, we need to pretrain a vector-quantized autoencoder (VQVAE) (Esser, Rombach, and Ommer 2021) with discrete codebook to encode input HQ images $I_h$, such that $I_h$ can be transformed to discrete tokens, denoted as $S_h$.

- **Stage II: LQ images to tokens with distortion removal.** Instead of directly encoding LQ images $I_l$ with pretrained VQVAE, we propose to train a separate distortion removal encoder for $I_l$. It helps to remove obvious distortions in LQ input $I_l$ and encode it to a relatively clean discrete token space $S_l$.

- **Stage III: Texture generation with discrete diffusion.** After obtaining the discrete representations $S_l$ and $S_h$, we formulate the texture generation as a discrete diffusion model between $S_l$ and $S_h$. The key difference with our method is that we include an additional token evaluation block to improve the decision-making process for which tokens to refine during the reverse diffusion process. In such manner, the proposed ITER not only generates realistic textures but also permits adaptable control over the texture strength in the final output.

Details are given in the following sections.

HQ Images to Discrete Tokens

Following VQGAN (Esser, Rombach, and Ommer 2021), the encoder $E_H$ takes the input high-quality (HQ) image $I_h \in \mathbb{R}^{H \times W \times 3}$ in RGB space and encodes it to latent features $Z_h \in \mathbb{R}^{m \times n \times d}$. Subsequently, $Z_h$ is quantized into discrete features $Z_e \in \mathbb{R}^{m \times n \times d}$ by identifying its nearest neighbors in the learnable codebook $C = \{c_k \in \mathbb{R}^d \}_{k=0}^{N-1}$.

$$Z_e^{(i,j)} = \arg \min_{c_k \in C} \| Z_h^{(i,j)} - c_k \|_2.$$  \hspace{1cm} (1)

The corresponding indices $k \in \{0, \ldots, N-1\}$ determine the token representation of the inputs $S_h \in \mathbb{Z}_0^{m \times n}$. Finally, the decoder reconstructs the images from the latent $I_{rec} = D_H(Z_e) = D_H(E_H(I_h))$. Instead of using the original VQGAN (Esser, Rombach, and Ommer 2021), we replace the non-local attention with Swin Transformer blocks (Liu et al. 2021) to reduce memory cost for large resolution inputs.

LQ Images to Tokens with Distortion Removal

It is straightforward to also encode $I_l$ with pretrained $E_H$ in the first stage. However, since $I_l$ contains complex distortions, the encoded tokens are also noisy, increasing the difficulties of restoration in the following stage. Inspired by recent works (Chen et al. 2022; Zhou et al. 2022), we realize that a straightforward token prediction can eliminate evident distortions. Hence, we introduce a preprocess subtask to remove distortions when encoding $I_l$ into token space. Specifically, we employ an LQ encoder $E_l$ to directly predict the HQ code indexes $S_h$ as illustrated in Fig. 2:

$$S_i = E_l(I_l), \quad \mathcal{L}_{dist} = -S_h^i \log(S_i^i),$$  \hspace{1cm} (2)

Through this approach, $I_l$ can be encoded into a comparatively clean token space with the learned $E_l$.

Texture Generation with Discrete Diffusion

Although the distortions in $S_l$ are effectively removed, generating missing details through Eq. (2) is a challenging task because the generation of diverse natural textures is highly ill-posed and essentially a one-to-many endeavor. To address this issue, we propose an iterative token evaluation and refinement approach, named as ITER, for RWSR, following the generative sampling pipeline outlined in (Chang et al. 2022; Lezama et al. 2022). As ITER is based on the discrete diffusion model (Bond-Taylor et al. 2022; Gu et al. 2022), we will first provide a brief overview of it.

Discrete Diffusion Model. Given an initial image token $s_0 \in \mathbb{Z}_0$, the forward diffusion process establishes a Markov chain $q(s_{i+1}|s_i) = \prod_{t=1}^{T} q(s_t|s_{t-1})$, which progressively corrupts $s_0$ by randomly masking $s_0$ over $T$ steps until $s_T$ is entirely obscured. Conversely, the reverse process is a generative model that incrementally “unmasks” $s_T$ to the data distribution $p(s_0:T) = p(s_T) \prod_{t=1}^{T} p_\theta(s_t|s_{t-1})$. According to (Bond-Taylor et al. 2022; Chang et al. 2022; Lezama et al. 2022), the “unmasking” transit distribution $p_\theta$ can be approximated by learning to predict the authentic $s_0$, given any arbitrarily masked version $s_T$:

$$\arg \min_{p_\theta} \log p_\theta(s_0 | s_T).$$  \hspace{1cm} (3)

Following (Chang et al. 2022), during the forward process, $s_t$ is obtained by randomly masking $s_0$ at a ratio of $\gamma(r)$, where $r \in \text{Uniform}(0,1]$, and $\gamma(\cdot)$ represents the mask scheduling function. In the reverse process, $s_t$ is sampled according to the prediction probability $p_\theta(s_t | s_{t+1}, s_T)$. The masking ratio is computed using the predefined total sampling step $T$, i.e., $\gamma(t/T)$ where $t \in \{T, \ldots, 1\}$.
Network Training. As depicted in Fig. 3, the proposed ITER model is a conditioned version of the discrete diffusion model. It is a Markov chain that goes from ground truth tokens \( S_h \) (i.e., \( S_0 \)) to fully masked tokens \( S_T \) while being conditioned on \( S_I \). The reverse diffusion step \( p_{\theta}(s_{t-1}|s_t) \) is learned with the refinement network \( \phi_r \) using the following objective function:

\[
L_r = -S_h \log(\phi_r(S_t, S_h, m_t)), \tag{4}
\]

where \( m_t \) is the random mask in corresponding forward diffusion step, and tells \( \phi_r \), which tokens need to be refined.

The difference is that we introduce an extra token evaluation network \( \phi_e \), which learns which tokens are good tokens for both \( S_I \) and \( S_T \) with the objective function below:

\[
L_e = -m_t \log(\phi_e(S_t)) - m_t \log(\phi_e(S_I)), \tag{5}
\]

where \( m_t \) are the ground truth sampling masks for \( S_I \).

Adaptive Inference of ITER

As illustrated in Algorithm 2, the inference process of ITER can be a standard reverse diffusion from \( S_T \) to \( S_0 \), with the condition \( S_I \). However, in our framework, the initially restored tokens \( S_I \) contain good tokens and may not require the entire reverse process. With the aid of the token evaluation network \( \phi_e \), it is possible to select the appropriate starting time step \( T_o \) for the reverse diffusion process by assessing the number of good tokens in \( S_I \) using \( m_t = \phi_e(S_t) \), as shown below:

\[
m_s^i = \begin{cases} 
1 & \text{if } p_{\phi_e}(m_t^i = 1) \geq \alpha; \\
0 & \text{otherwise.} 
\end{cases} \tag{6}
\]

Algorithm 2: Adaptive Inference of ITER

Input: \( I_I, T = 8, \gamma(\cdot), \) networks \( E_i, D_H, \phi_r \) and \( \phi_e \)

1: \( S_I \leftarrow E_i(I_I) \) \hfill \triangleright \text{Initial restoration}
2: \( N \leftarrow \text{token numbers in } S_I \)
3: \( T_s \leftarrow T \)
4: if use adaptive inference then
5: \( m_s \leftarrow \phi_e(S_I) \) with \( \alpha \), Eq. (6)
6: while \( \left| (1 - \gamma(\frac{t}{T})) \cdot N \right| < m_s \) do
7: \( T_s \leftarrow T_s - 1 \) \hfill \triangleright \text{Start find step time}
8: end while
9: Initialize with Eq. (7)
10: end if
11: for \( t = T_s \cdots 1 \) do
12: \( k \leftarrow (1 - \gamma(\frac{t}{T})) \cdot N \) \hfill \triangleright \text{Number to sample}
13: \( S_{t-1} \leftarrow \text{sample } p_{\phi_e}(S_{t-1}|S_t, S_I, m_t) \) \hfill \triangleright \text{Refine}
14: \( m_{t-1} \leftarrow \text{sample } k \text{ from } p_{\phi_e}(m_{t-1} = 1|S_{t-1}) \) \hfill \triangleright \text{Evaluate}
15: \( S_{t-1} \leftarrow S_{t-1} \odot m_{t-1} + S_T \odot (1 - m_{t-1}) \)
16: end for
17: return \( I_{sr} \leftarrow D_H(S_0) \) \hfill \triangleright \text{Get SR result.}

where \( \alpha \) is the threshold value, and \( m_s \) is the binary mask for the starting time step \( T_o \). We can quickly determine the appropriate \( T_o \) by comparing the mask ratio indicated by \( \gamma(\cdot) \), see Algorithm 2 for further details. We can then initialize \( S_I \) and \( m_t \) using the following equations:

\[
S_I = m_s \odot S_I + (1 - m_s) \odot S_T, \quad m_t = m_s. \tag{7}
\]

Finally, we follow the typical reverse diffusion process to compute the “unmasking” distribution \( p_{\phi_e} \), where \( t \in \{T_s, \ldots, 1\} \). The final outcome is obtained by \( I_{sr} = D_H(S_0) \). The proposed adaptive inference strategy not only makes ITER more efficient but also avoids disrupting the initial good tokens in \( S_I \).

Implementation Details

Training Dataset. Our training dataset generation process follows that of Real-ESRGAN (Wang et al. 2021c), in which we obtain HQ images sourced from DIV2K (Agustsson and Timofte 2017), Flickr2K (Lim et al. 2017), and OutdoorSceneTraining (Wang et al. 2018a). These images are cropped into non-overlapping patches of size \( 256 \times 256 \) to serve as HQ images. Meanwhile, the corresponding LQ images are produced using the second-order degradation model proposed in (Wang et al. 2021c).

Testing Datasets. We evaluate the performance of our model on multiple benchmarks that include real-world LQ images such as RealSR (Wang et al. 2021b), DRealSR (Wei et al. 2020), DPED-iphone (Ignatov et al. 2017), and Real-SRSet (Zhang et al. 2021b). Additionally, we create a synthetic dataset using the DIV2K validation set to validate the effectiveness of different model configurations.

Training and Inference Details. ITER is composed of three networks, namely \( E_i, \phi_r \), and \( \phi_e \), trained with cross-
Table 1: Quantitative comparison (NIQE ↓ / PI ↓) on real-world benchmarks. Results of BSRGAN and Real-ESRGAN are taken from (Wang et al. 2021c), and others are tested with official codes.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Bicubic</th>
<th>BSRGAN</th>
<th>Real-ESRGAN</th>
<th>SwinIR-GAN</th>
<th>FeMaSR</th>
<th>MM-RealSR</th>
<th>LDM-BSR</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPED-iphone</td>
<td>6.01 / 7.48</td>
<td>5.99 / 4.55</td>
<td>5.44 / 5.02</td>
<td>4.95 / 4.78</td>
<td>5.11 / 4.36</td>
<td>5.56 / 5.36</td>
<td>5.89 / 4.61</td>
<td>4.84 / 4.23</td>
</tr>
<tr>
<td>RealSRSet</td>
<td>7.98 / 7.35</td>
<td>5.49 / 4.79</td>
<td>5.65 / 4.92</td>
<td>5.30 / 4.68</td>
<td>5.18 / 4.31</td>
<td>5.25 / 4.59</td>
<td>6.03 / 4.60</td>
<td>5.29 / 4.62</td>
</tr>
</tbody>
</table>

We perform a comprehensive comparison of ITER against several state-of-the-art GAN-based approaches, including BSRGAN (Zhang et al. 2021b), Real-ESRGAN (Wang et al. 2021b), SwinIR-GAN (Liang et al. 2021), FeMaSR (Chen et al. 2022), and MM-RealSR (Mou et al. 2022). Specifically, BSRGAN, Real-ESRGAN, and MM-RealSR employ the RRDBNet backbone proposed by (Wang et al. 2018b), whereas SwinIR-GAN utilizes the Swin transformer architecture, and FeMaSR utilizes the VQGAN prior. Regarding diffusion-based models, we compare with the most popular work, LDM-BSR (Rombach et al. 2022), which operates in the latent feature space using the denoising diffusion models. The model is finetuned with the same dataset for fair comparison. SR3 (Saharia et al. 2022) is not included in comparison due to the unavailability of public models.

We use two different no-reference metrics, namely NIQE (Mittal, Soundararajan, and Bovik 2012) and PI (perceptual index) (Blau et al. 2018), to evaluate the performance of different approaches. NIQE is widely used in previous works involving RWSR, such as (Wang et al. 2021b; Zhang et al. 2021a; Mou et al. 2022), while PI has been extensively used in recent low-level computer vision workshops, including the renowned NTIRE (Cai et al. 2019; Zhang et al. 2020; Gu et al. 2021) and AIM (Ignatov et al. 2019, 2020).
Comparison with GAN Methods. As demonstrated in Tab. 1, our ITER yields the best performance in 3 out of 4 benchmarks as demonstrated, and the results in the last RealSRSet are also competitive. These results demonstrate the clear superiority of ITER over existing GAN-based methods. The visual examples depicted in Fig. 4 illustrate why ITER performs better. We can observe that the textures in the images generated by ITER look more natural and realistic. On the other hand, the results from other GAN-based approaches are either over-smoothed (first row in Fig. 4) or over-sharpened (second row). GAN-based methods often encounter difficulties in generating realistic textures for different distortion levels. Moreover, they are generally harder to train and more likely to produce artifacts when not well-tuned. In conclusion, compared to GAN-based methods, our proposed ITER exhibits better performance and is more straightforward to train.

Comparison with LDM-BSR. As can be seen from Tab. 1, it is evident that although LDM-BSR utilizes a diffusion-based model, its performance is worse than that of ITER. In Fig. 5, it is apparent why quantitative results of LDM-BSR are suboptimal for the RWSR task. Although LDM-BSR is capable of generating sharper edges for the blurry LQ inputs, it struggles with eliminating complex noise degradations in both examples. On the other hand, our proposed ITER does not face such challenges and can produce outputs with greater clarity while maintaining reasonably natural textures. This can be attributed to two main reasons. Firstly, LDM-BSR incorporates continuous diffusion models, while ITER relies on discrete representations. Prior studies (Zhou et al. 2022; Chen et al. 2022) have shown that a pre-trained discrete proxy space offers benefits for intricate distortions. Secondly, ITER explicitly filters out the distortions during the encoding of LQ images into token space before diffusion processing. As a result, ITER avoids generating additional textures similar to what can occur in LDM-BSR, as demonstrated in the second example.

Ablation Study and Model Analysis

We performed a thorough analysis of various configurations of our model using a synthetic DIV2K validation test set. Firstly, we evaluated the effectiveness of refinement network in adding textures to the initial results $S_i$. Secondly, we assessed the necessity of the token evaluation block. Finally, we demonstrated how the token evaluation block can be exploited to manage the model preference toward removing distortions or generating textures. We utilized the PSNR metric to evaluate the quality of distortion removal and used the widely recognized perceptual metric LPIPS (Zhang et al. 2018a) to measure the performance of texture generation. The incorporation of these two metrics allowed us to assess the extent to which the proposed ITER adjusts the visual effects of its outputs in accordance with the threshold value $\alpha$, as stated in Eq. (6).

Effectiveness of Iterative Refinement. We first evaluate the effectiveness of the iterative refinement network for texture generation. As illustrated in Fig. 6, the results obtained without the iterative refinement stage exhibit an over-smoothed texture and inconsistency in color. This could be attributed to the inherent limitations of token classification when confronted with complex distortions present in diverse natural images. In contrast, the results with iterative refinement are more realistic. Noticeable enhancements in texture richness and color correction are observed. These observations provide compelling evidence that the iterative refinement network plays a crucial role in our framework.

Necessity of Token Evaluation. An alternative method to decide which tokens to retain or refine involves directly selecting the top-k tokens in $S_i$ with higher confidence, as implemented in MaskGIT (Chang et al. 2022). However, our experimental findings indicate that the top-k mask selection is trapped with local propagation. This is due to the fact that under the greedy selection strategy, the refinement network $\phi_i$ tends to assign higher confidence to neighboring tokens of previous selections. As illustrated in Fig. 8, the masks consistently expand around the previous step, resulting in some regions (indicated by black mask) being refined until...
\[ \alpha = 0.4, T_s = 3 \quad \alpha = 0.5, T_s = 4 \quad \alpha = 0.6, T_s = 6 \]

Figure 7: Results with different threshold. Left: visual examples of final results (top) and masks at start time step (bottom). Bigger \( \alpha \) leads to stronger texture effect because more refinement steps are conducted. Right: LPIPS/PSNR with different \( \alpha \).

Figure 8: The top-k masking technique suffers from the local propagation problem, which is effectively avoided by the proposed token evaluation block.

the last step. This approach is unfavorable in the iterative texture generation process because it corrupts some good-looking regions with unnecessary refinement. Our hypothesis is that low-level vision tasks exhibit the locality property where neighboring features are naturally more correlated. Although the networks have large receptive fields with Swin transformer blocks, it still prefers to propagate information to neighbor features, resulting in higher confidence scores surrounding previous selections.

The use of the proposed token evaluation network \( \phi_e \) allows the iterative refinement process to avoid the local propagation trap. As demonstrated in Fig. 8, the masks are distributed more evenly, leading to more consistent results.

**Balance Restoration and Generation.** In Fig. 7, we have presented an example of the results with different threshold \( \alpha \). It is evident from the results that a larger \( \alpha \) will lead to the identification of fewer valid tokens, thereby necessitating more refinement steps, or in other words, a larger start time step \( T_s \). Consequently, larger \( \alpha \) create images with stronger textures. In Fig. 7, we have provided quantitative results for the different \( \alpha \) thresholds, where the effectiveness of each threshold can be seen in the score curves of LPIPS and PSNR. We have observed that smaller \( \alpha \) produce enhanced PSNR scores, which is a clear indication of a better ability to eliminate distortion. As for texture generation performance, the optimal LPIPS score of \( \alpha = 0.5 \) was achieved since both excessively strong and overly weak textures can negatively impact the perceptual quality. In practice, we can adjust \( \alpha \) to obtain the desired results without having to modify the network, resulting in a more adaptable framework during inference than GAN-based techniques, which are unmodifiable once the training process is completed.

**Conclusion**

We presents a novel framework named ITER that utilizes iterative evaluation and refinement techniques for texture generation in real-world image super-resolution. Unlike GANs, which require painstaking training, we incorporate discrete diffusion generative pipelines with token evaluation and refinement blocks for RWSR. This new approach simplifies training with just cross-entropy losses and allows for greater flexibility in balancing distortion removal and texture generation during inference. Furthermore, our ITER has demonstrated superior performance with \( \leq 8 \) iterations, highlighting the vast potential of discrete diffusion models in RWSR.
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