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Abstract

Designing novel biological sequences with desired properties is a significant challenge in biological science because of the extra large search space. The traditional design process usually involves multiple rounds of costly wet lab evaluations. To reduce the need for expensive wet lab experiments, machine learning and evolutionary algorithms are used to aid in designing biological sequences. However, the limited availability of biological sequences with known properties hinders the training of machine learning models, significantly restricting their applicability and performance. To fill this gap, we present ERLBioSeq, an Evolutionary Reinforcement Learning algorithm for BIOlogical SEQuence design. ERLBioSeq leverages the capability of reinforcement learning to learn without prior knowledge and the potential of evolutionary algorithms to enhance the exploration of reinforcement learning in the large search space of biological sequences. Additionally, to enhance the efficiency of biological sequence design, we developed a predictor for sequence screening in the biological sequence design process, which incorporates both the local and global sequence information. We evaluated the proposed method on three main types of biological sequence design tasks, including the design of DNA, RNA, and protein. The results demonstrate that the proposed method achieves significant improvement compared to the existing state-of-the-art methods.

Introduction

Designing biological sequences with desired properties is of great significance for both biology and chemistry (Bennett et al. 2023; Silva et al. 2019; Song and Li 2023; Wang et al. 2020). However, designing novel biological sequences with desired properties, such as binding affinity (Tinberg et al. 2013), antimicrobial activity (Torres et al. 2021), or stability (Mourtada et al. 2019), poses challenges due to the requirement of exploring a discrete and extensive search space (Jain et al. 2022). Artificial intelligence (AI) can assist humans in efficiently designing biological sequences, thus accelerating scientific discovery (Zrimec et al. 2022; Repecka et al. 2021). However, the deployment of AI may fail due to a lack of prior knowledge (Dama et al. 2023). Unfortunately, designing biological sequences without prior knowledge is valuable in diverse domains, such as designing regulatory DNA to control gene expression (Zrimec et al. 2022) and designing proteins to catalyze desired chemical reactions (Repecka et al. 2021). Therefore, it is important to develop a method for novel biological sequence design without prior knowledge.

Reinforcement learning (RL) can start without prior knowledge (Schrittwieser et al. 2020; Silver et al. 2018). Through training the agent with rewards, it becomes possible to devise a strategy capable of surpassing even a world-champion human player (Silver et al. 2021). In the field of biological science, under the constraint of limited data availability, Dama et al. (2023) employs RL in the mapping of microbial metabolism without prior knowledge. Moreover, RL has also been applied in the domain of biological sequence design (Angermueller et al. 2019). However, RL agents must balance known rewards with unfamiliar data, resulting in limited exploration of the biological sequence space and difficulty in finding the ideal sequence. As a result, applying RL to designing biological sequences with desired properties within a vast sequence space is not straightforward.

Evolutionary algorithms (EAs) are the more common approach for biological sequence design, recognized as the gold standard in this field (Arnold 1998). They have risen as formidable competitors for biological sequence design owing to their broad applicability (Sinai et al. 2020; Ren et al. 2022). However, the EAs focus on exploring the local space (Auger and Hansen 2005). The inefficient utilization of evolutionary directional information results in lower efficient searches for biological sequences that satisfy desired properties.

In biological sequence design, multiple rounds of experimentation are often needed (Jain et al. 2022). Directly applying generated sequences to wet experiments can be time-consuming and labor-intensive. To address the problem, cre-
Designing novel biological sequences. The major contribution facilitates sequence screening in the biological sequences as features for predicting sequence fitness. The characteristics to facilitate mutual enhancement between the two evolutionary directional information. We leverage these features to enhance the precision of result predictions (Li et al. 2023).

In this work, we propose a novel framework called ERLBioSeq for the effective design of biological sequences without prior knowledge. We integrate the strengths of RL and evolutionary algorithm (EA) to design biological sequences. Specifically, to address the challenge of RL’s limited exploration in complex sequence environments, we suggest employing EA to explore biological sequences produced by RL. This will enhance RL’s exploratory capacity. Meanwhile, RL has the capability to incorporate populations of biological sequences as direction information into EA. This addresses the issue of EA’s inefficient utilization of evolutionary directional information. We leverage these characteristics to facilitate mutual enhancement between the two algorithms. Additionally, we design a predictor that utilizes local and global information extracted from biological sequences as features for predicting sequence fitness. The predictor facilitates sequence screening in the biological sequence design process through the extraction of more comprehensive features. To the best of our knowledge, this is the first evolutionary reinforcement learning-based method for designing novel biological sequences. The major contributions of our work are outlined as follows:

- We introduce a methodology that combines the advantages of EA and RL, for the design of biological sequences.
- We propose a predictor that utilizes both local and global information derived from biological sequences as features to predict sequence fitness.
- The evaluation results demonstrate that ERLBioSeq outperforms state-of-the-art methods in discovering high-scoring candidates with fewer rounds of experimentation. By harnessing local and global information extracted from biological sequences, the predictor can enhance the performance of designing biological sequences.

Related Work

Evolutionary Algorithms. EAs are employed in designing biological sequences through iterative generation and evolution. This process is guided by fitness criteria to optimize the desired function. In detail, Directed Evolution, acknowledged with a Nobel Prize in 2018, currently stands as the esteemed gold standard for biomolecular design and employs a randomized local search approach (Arnold 1998). Sina et al. (2020) presents a new algorithm called AdaLead, which is a simple and robust way of finding biological sequences for a given function. The algorithm employs a model to predict the function of a sequence, acting as an oracle. It then selects the suitable sequence based on the feedback from this oracle. Ren et al. (2022) present a new method for designing protein sequences. The method uses a model-guided exploration strategy that starts from a known sequence and iteratively modifies it by sampling from a distribution of proximal sequences. However, evolutionary algorithm-based methods exhibit limitations in terms of search efficiency within the expansive exponential search space, rendering them inadequate to fulfill the efficiency requirements associated with biological sequence design.

Generative Models. Generative models possess the capacity to simulate data distributions and create entirely novel biological sequences through sampling from these distributions. Gupta and Zou (2019) introduced feedback GAN (FB-GAN), a new type of generative model that uses a feedback loop to adjust the generated sequences based on an external function analyzer. Brookes, Park, and Listgarten (2019) introduced a model-based adaptive sampling method that estimates a distribution over the design space based on desired properties. This method prevents the exploration algorithm from becoming trapped in regions of poor model generalization. Jain et al. (2022) applied an active learning algorithm that uses GFlowNets, which is a generative model to produce diverse and novel candidates. The method also incorporates existing labeled data to speed up learning. However, generative models exhibit a significant reliance on data, resulting in limited availability for designing novel biological sequences.

Reinforcement Learning. RL can learn biological sequence design without prior knowledge of biological sequences. Angermueller et al. (2019) proposed Dynappo, a model-based RL method that uses a proximal-policy optimization (PPO) (Schulman et al. 2017) algorithm to train a generative sequence model that can produce diverse and high-quality sequences. To improve sample efficiency, Dynappo also uses a surrogate model that approximates the experimental function based on previous observations. However, general RL lacks the exploration of the environment, resulting in low search efficiency.

Problem Formulation and Method

In this section, we first formulate the biological sequence design problem. After that, we will introduce the key components of the ERLBioSeq framework in detail.

Problem Formulation

The primary challenge in biological sequence design is to create a sequence $x \in V^T$ with the desired properties, where $V$ is the set of amino acids ($|V| = 20$), DNA nucleotides ($|V| = 4$), or RNA nucleotides ($|V| = 4$), and $T$ is the length of the sequence. The ultimate goal is to maximize the fitness of the sequence through the fitness landscape $f(x)$, where the fitness landscape characterizes the mapping between biological sequences and their functional levels. The
design process encompasses $N$ iterations. In each iteration $i$ (where $i \in \{1, 2, ..., N\}$), a collection of sequences labeled as $\mathcal{X}_i$ is generated, where $\mathcal{X}_i = \{x_i^1, x_i^2, ..., x_i^B\}$. The number of queries of the fitness landscape $f(x)$ in each round is denoted as $B$.

Subsequently, the fitness of these sequences is determined by applying the fitness landscape $f(x)$ to each of the sequences, resulting in a collection of fitness values denoted as $\mathcal{Y}_i = \{y_i^1, y_i^2, ..., y_i^B\}$. These fitness values play a crucial role in constructing distinct datasets referred to as $\mathcal{D}_i$, which are individually generated in each design round. Formally, $\mathcal{D}_i$ is represented as $\{(x_i^1, y_i^1), (x_i^2, y_i^2), ..., (x_i^B, y_i^B)\}$. As the design process advances, the cumulative dataset $\mathcal{Y}_{all}$, $\mathcal{Y}_{att}$, $\mathcal{D}_{all}$ is formed by merging the various sets $\mathcal{X}_i$, $\mathcal{Y}_i$, $\mathcal{D}_i$, respectively. One of our goals is to maximize the best score in $\mathcal{X}_{all}$, which can be formalized as:

$$Top(\mathcal{X}_{all}) = \arg\max_{x \in \mathcal{X}_{all}} f(x). \quad (1)$$

Beyond achieving the highest score, we also contemplate the mean value of the top-k biological sequences, because the sequence with the highest score might not align with practical requirements, necessitating additional candidate sequences for comprehensive testing.

**Overview of ERLBioSeq**

We first introduce the main workflow of our framework ERLBioSeq, as shown in Figure 1, we utilize the design of DNA sequences to describe our model’s process. Figure 1A shows the algorithm how to combine EA and RL in biological sequence design, in each round of design, sequences obtained from both the EA and RL are merged. New sequences are generated by the EA through selection, crossover, and mutation mechanisms. Following that, the novel sequences are evaluated and filtered according to fitness predictor scores. Concurrently, RL will generate biological sequences with desired properties. These sequences were subsequently integrated into sequence populations for the next optimization round. Figure 1B illustrates the process of employing RL for the design of biological sequences. For DNA sequences, the agent performs an action $a_t$ given the present state $s_t$, gains a reward $r_t$, and iterates the subsequent state update until the designated sequence length is attained. Figure 1C is a biological sequence fitness predictor that utilizes both local and global features, to augment the filtration of sequences proposed by the EA. Specifically, we extract local features from biological sequences using CNN, and global features using BI-LSTM, to facilitate the prediction of biological sequence fitness. Next, we will introduce each module in detail.

**Combining Evolutionary and Reinforcement Learning for Biological Sequence Design**

In this section, we introduce how to combine EA and RL in biological sequence design. RL can learn online without prior knowledge but lacks exploration of the environment. Classical EA relies on random mutation and a combination of populations, which have wide applicability and stability but they suffer from low sample efficiency and a weaker ability to harness evolutionary directional information. We consider combining EA and RL algorithms for the design of biological sequences, where RL can supply directional information through population sequences for EA, and EA can enhance the exploration ability of RL and help RL search and find better sequences in local space, RL and EA mutually enhance performance.

**Reinforcement Learning to Design Biological Sequences.**

The process of designing a sequence using RL can be formulated as a Markov decision process (MDP) like $M = \langle \mathcal{S}, A, R, \gamma \rangle$. Where $\mathcal{S}$ is the state space, $A$ is the action space, $R$ is the reward function, and $\gamma$ is the discount factor. In each time step $t$, the agent observes the current state $s_t$, selects an action $a_t$ from the action space $A$, and receives a reward $r_t$. After $t$ has been applied and the corresponding state transition $s_{t+1}$ has been observed, the agent updates the environment state and repeats the process. The process of designing a sequence using RL can be formulated as a Markov decision process (MDP) like $M = \langle \mathcal{S}, A, R, \gamma \rangle$. Where $\mathcal{S}$ is the state space, $A$ is the action space, $R$ is the reward function, and $\gamma$ is the discount factor. In each time step $t$, the agent observes the current state $s_t$, selects an action $a_t$ from the action space $A$, and receives a reward $r_t$. After $t$ has been applied and the corresponding state transition $s_{t+1}$ has been observed, the agent updates the environment state and repeats the process.
\langle S, A, P, R, \gamma \rangle$, where $S$ represents the set of states, while $A$ denotes the set of actions, $P$ refers to the transition function, $R$ represents the set of rewards associated with being in a particular state and taking a specific action, $\gamma \in [0, 1)$ is the discount factor. A policy $\pi \in P(A)^{|S|}$ defines the distribution over all action for each state. The goal of RL is to find an optimal policy $\pi^* \tau$ that maximizes the expected long-term discounted return.

For biological sequence design issues, a sequence is generated sequentially from left to right. At time step $t$, state equation $s_t = \{a_0, a_1, ..., a_{t-1}\}$, and action $a_t \in A$ is executed to reach the next state, where $a_t$ is an amino acid or a nucleotides. The transition function $P(s_{t+1} | s_t)$ is deterministic, so $a_t$ is directly added to the original sequence. Except for the reward in the last step, the reward in the other steps is 0, and the reward is related to $f(s_T)$. The discounted return can be formalized as:

$$G(\tau) = \sum_{t=0}^{T-1} \gamma^t r_{t+1}. \quad (2)$$

Where $\tau$ represents a trajectory where a complete sequence is generated, we trained a policy $\pi_\theta$ to optimize the total expected rewards:

$$J(\theta) = \mathbb{E}_{\tau \sim p_\theta}(G(\tau)) = \mathbb{E}_{\tau \sim p_\theta(\tau)} \left[ \sum_{t=0}^{T-1} \gamma^t r_{t+1} \right]. \quad (3)$$

The policy takes as input the current state $s_t$ and outputs an action $a_t$ that maximizes the expected reward overall future time steps. The workflow of RL to design biological sequences is shown in Figure 1B. We use a one-hot vector encoding state, if there is no amino acid or nucleotides at this position, then the encoding vector of this position is all 0.

**Evolutionary Algorithm for Designing Biological Sequences.** The evolutionary algorithm starts with a random initial set of sequences, denoted as $X_{random}$. During the $i$-th ($i > 1$) design round, a subset of high-performing sequences was chosen from $D_{all}$ based on their fitness scores. This process can be defined as follows:

$$R = \left\{ x | f(x) \geq \max_{y \in X_{all}} y \cdot (1 - \kappa), \forall x \in X_{all} \right\}. \quad (4)$$

Here, $\kappa$ serves as the threshold governing the fraction of screened sequences. These sequences undergo recombination and mutation processes to produce novel mutants. These mutants are then assessed using a fitness predictor denoted as $f'(x)$, which quantifies their quality. Following experimental validation of sequences filtered by their fitness scores, a novel dataset $D_i$ is obtained. These sequences are preserved within the candidate library $D_{all}$ for subsequent exploration. This procedure generally involves several iterations of optimization, each designed to iteratively enhance the population sequence.

**Combining Evolutionary Algorithms and Reinforcement Learning.** To utilize the benefits of both methods, we propose the ERLBioSeq framework, which combines RL and EA to generate new sequences that meet the desired properties. The biological sequences obtained from both algorithms are integrated into the sequence population for further optimization. Algorithm 1 summarizes the overall procedure of our algorithm. To generate the candidate batch, we use a design algorithm that combines EA and RL. Specifically, with the exception of the initial design round that employed random sequences $X_{random}$, in subsequent rounds we extract a subset of sequences from $D_{all}$, and then apply MutationAndCrossover (detail in Appendix A.1) operations to these sequences to produce $v \cdot B$ new sequences $M$, where $v$ is used to adjust the number of biological sequences generated by each round of EA.

Then, we use the fitness model $f'$ to select the best $B/2$ sequences to $S$ from $M$ and measured their fitness using fitness landscape $f(x)$ to get $D_{evo}$. We also use the RL policy $\pi_\theta$ to generate $B/2$ sequences for $D_{rl}$. We add the sequences from $D_{evo}$ and $D_{rl}$ to $D_{all}$, and use $D_{all}$ to train the RL policy $\pi_\theta$. It consists of $N$ rounds of interactions for continued iteration.

**Fitness Model Design.** In the framework of ERLBioSeq, we have a fitness model $f'$ for screening sequences, this is a challenge in designing biological sequences (Ren et al. 2022). Existing studies such as ensemble CNN (Sinai et al. 2020), Mutation Factorization Network (Ren et al. 2022), etc., either focus on specific scenarios or need to be inte-

---

**Algorithm 1: ERLBioSeq**

**Input:** experiment rounds $N$, fitness model $f'$, batch $B$, threshold $\kappa$, scaling factor $\tau$, RL policy $\pi_\theta$, buffer $D_{rl}, D_{evo}$, $D_{all}$, mutants $M$, random sequences $X_{random}$

**Initialize:** $D_{all} \leftarrow \emptyset$

1: for $i = 1, 2, 3...N$ do
  2: Let $D_{rl} \leftarrow 0, D_{evo} \leftarrow 0, M \leftarrow \emptyset$
  3: if $i > 1$ then
    4: Form sets $X_{all}$ and $Y_{all}$ from the x-values and y-values in $D_{all}$, respectively
    5: $R = \left\{ x | f(x) \geq \max_{y \in X_{all}} y \cdot (1 - \kappa), \forall x \in X_{all} \right\}$
  6: else
    7: $R = X_{random}$
  8: end if
  9: while $|M| < v \cdot B$ do
    10: $M = M \cup MutationAndCrossover(R)$
  11: end while
  12: Use $f'$ to select $S$, the top $B/2$ sequence from $M$
  13: for $x \in S$ do
    14: $D_{evo} = D_{evo} \cup \{ x, f(x) \}$
  15: end for
  16: while $|D_{rl}| < B/2$ do
    17: Collect samples $D_{rl} = \{ x, f(x) \}$ using policy $\pi_\theta$
  18: end while
  19: $D_{all} = D_{all} \cup D_{rl} \cup D_{evo}$
  20: Train $f'$ with data from $D_{all}$
  21: Train policy $\pi_\theta$ on $D_{rl}$
  22: end for

---

https://github.com/reset001/ERLBioSeqappendix
In this section, we show experimental results from a range of biologically relevant sequence design tasks to demonstrate the effectiveness of our proposed ERLBioSeq algorithm. Additionally, we conduct ablation studies to explore the contribution of each individual design component.

**Tasks and Evaluation Criteria**

Following prior works, we choose some energy models and datasets to simulate the fitness landscape.

**RNA Binding Task.** This task aims to optimize RNA sequences to achieve the highest binding energy with nucleotide targets of length 14 and 50. The ViennaRNA package is utilized to compute the binding energy of RNA sequences (Lorenz et al. 2011). We follow the design task presented by Sinai et al. (2020). The size of search space is $4^{14}$ and $4^{50}$.

**Protein Design Task.** We evaluate the algorithms in the context of protein design tasks, employing PyRosetta (Chaudhury, Lyskov, and Gray 2010) as the objective function. The objective function provides a scaled estimation of folding energy, reflecting the likelihood of sequence folding into the intended structure (Kuhlman et al. 2003). Adhering to the experimental configuration outlined in (Sinai et al. 2020), we optimize the structure of 3MSI, a 66-amino-acid antifreeze protein naturally occurring in oceanic environments (DeLuca et al. 1998). The size of the search space is $20^{66}$.
The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Figure 3: Comparison of methods on a protein design task. (a) is the relationship between the cumulative maximum value of the objective function \( f(x) \) and the iteration round, the shaded area is the standard deviation. (b-d) show the boxplots with data scatter distribution in the top 10, 50, and 100. More experimental results on protein design are in Appendix B.2.

<table>
<thead>
<tr>
<th>ERLBioSeq</th>
<th>Adalead</th>
<th>Bo</th>
<th>Cbas</th>
<th>Cmaes</th>
<th>Dynappo</th>
<th>GflowNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top10 mean</td>
<td>0.989±0.006</td>
<td>0.984±0.007</td>
<td>0.958±0.021</td>
<td>0.974±0.013</td>
<td>0.967±0.022</td>
<td>0.937±0.026</td>
</tr>
<tr>
<td>Top50 mean</td>
<td>0.970±0.013</td>
<td>0.963±0.016</td>
<td>0.878±0.060</td>
<td>0.928±0.034</td>
<td>0.882±0.066</td>
<td>0.863±0.052</td>
</tr>
<tr>
<td>Top100 mean</td>
<td>0.953±0.022</td>
<td>0.941±0.026</td>
<td>0.801±0.094</td>
<td>0.886±0.053</td>
<td>0.786±0.116</td>
<td>0.800±0.079</td>
</tr>
</tbody>
</table>

Table 1: Mean binding activity of top 10, 50, and 100 DNA and transcription factor targets.

**TF Bind 8 Task.** This task aims to find DNA sequences of length 8 that have high binding activity to human transcription factors. We use the same data as in Barrera et al. (2016) and follow the experimental setup of Trabucco et al. (2022). The search space size is \( 4^8 \). Although the problem features a small search space, it is ideal for computer benchmarks due to its exhaustiveness, eliminating the need for estimating the missing \( f(x) \).

**Baselines**
- **GflowNet** (Jain et al. 2022) is a generative model for diverse and novel biological sequences (e.g., proteins, DNA) with desired properties. It employs flows to capture complex dependencies and constraints of these sequences.
- **AdaLead** (Sinai et al. 2020) implements model-guided evolution, performing hill-climbing on high-fitness query sequences in each batch round.
- **Dynappo** (Angermueller et al. 2019) treats biological sequence design as a sequential decision problem, using model-based RL with proximal policy optimization (Schulman et al. 2017) to learn search strategies.
- **Cbas** (Brookes, Park, and Listgarten 2019) confines the sampling distribution, resulting in a trust region search with the learned model.
- **Cmaes** (Hansen 2006), an established evolutionary search algorithm, adapts search strategies using covariance matrix estimation for the next generation.
- **Bayesian Optimization (Bo)** (Močkus 1975) is a classical approach to sequence design problems. We used the implementation developed by (Sinai et al. 2020).

**Performance Comparison**

We evaluated the performance of ERLBioSeq on problems involving DNA, RNA, and proteins. To enhance the robustness of our evaluation, each of our experimental outcomes represents 10 independent runs. Further experimental details are provided in Appendix A.2. Figures 2 (a), 2 (e) and 3 (a) depict the relationship between the cumulative maximum value of the objective function \( f(x) \) and the iteration round for RNAs and protein 3MSI. Figures 2 (b-d), 2 (f-h) and 3 (b-d) are the box plots with data scatter distribution depicting the distribution of the top 10, 50, and 100 sequences of RNA and protein generated by various algorithms. Because the DNA binding design problem is relatively easy to optimize, the gap between various algorithms is not very large, so we use the top-k average method to compare various algorithms. Table 1 provides a summary of the outcomes derived from this comparison. Based on all the results, it is evident that ERLBioSeq outperforms the baseline algorithm. As Adalead is classified as EA and Dynappo is classified as RL, our implementation encompasses both algorithms. Consequently, our algorithm can be readily compared with these methodologies to conduct ablation experiments focusing on the components of EA and RL. Compared to the independent EA method Adalead and the RL method Dynappo, our results demonstrate that the combination of EA and RL outperforms any single algorithm. Implementation specifics of ERLBioSeq are provided in Appendix A.1.

**Effectiveness of LGFEN**

The effectiveness of biological sequence design is also influenced by the fitness prediction model’s quality. To conduct an ablation study of the model, we explored four additional model architectures: CNN, MLP, LSTM, and BiLSTM. The diverse model structures were applied to DNA, RNA, and protein design tasks. The corresponding experimental outcomes are presented in Table 2. The assessment scores represent the average performance scores of the top 10, 50, and 100 sequences produced by varying model structures. The outcomes demonstrate that LGFEN outperforms...
The preceding experiments establish the superiority of the proposed ERLBioSeq algorithm. To assess the efficiency of RL in biological sequence design relative to other models, we conducted additional ablation studies. These studies involved substituting the RL module with alternative modules to ascertain the benefits of RL. We explored the integration of alternative comparative models within the evolutionary process, encompassing Bo, Cmaes, Cbas, and GflowNet. We also evaluated these models on tasks involving DNA, RNA, and protein design tasks. The results of diverse model architectures are presented in Table 3. The evaluation scores represent the average performance scores of the top 10, 50, and 100 sequences generated by distinct model structures. Our approach largely outperforms all other methods, substantiating the exceptional performance resulting from the fusion of EA and RL.

**Conclusion and Future Work**

In this paper, we introduce a novel biological sequence design approach, termed ERLBioSeq, which does not rely on prior knowledge. Our approach combines the EA and RL, harnessing their respective strengths. Subsequently, we devise a biological scoring predictor LGFEN within the evolutionary process by integrating both local and global information of biological sequences. To assess the efficacy of ERLBioSeq, we compare it with state-of-the-art methods. The evaluation covering DNA, RNA, and protein design shows ERLBioSeq’s superiority over alternative state-of-the-art methods. Concurrently, it is established that LGFEN significantly enhances the efficiency of biological sequences. Furthermore, we assessed the impact of various models on the EA. The findings indicate that RL provides the most substantial contribution to the EA. In the future, we intend to undertake targeted optimizations for more specific domains.
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