PosDiffNet: Positional Neural Diffusion for Point Cloud Registration in a Large Field of View with Perturbations
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Abstract
Point cloud registration is a crucial technique in 3D computer vision with a wide range of applications. However, this task can be challenging, particularly in large fields of view with dynamic objects, environmental noise, or other perturbations. To address this challenge, we propose a model called PosDiffNet. Our approach performs hierarchical registration based on window-level, patch-level, and point-level correspondence. We leverage a graph neural partial differential equation (PDE) based on Beltrami flow to obtain high-dimensional features and position embeddings for point clouds. We incorporate position embeddings into a Transformer module based on a neural ordinary differential equation (ODE) to efficiently represent patches within points. We employ the multi-level correspondence derived from the high feature similarity scores to facilitate alignment between point clouds. Subsequently, we use registration methods such as SVD-based algorithms to predict the transformation using corresponding point pairs. We evaluate PosDiffNet on several 3D point cloud datasets, verifying that it achieves state-of-the-art (SOTA) performance for point cloud registration in large fields of view with perturbations. The implementation code of experiments is available at https://github.com/AI-IT-AVs/PosDiffNet.

Introduction
Three-dimensional (3D) computer vision techniques recently have gained increasing popularity in various fields such as autonomous driving (Wang et al. 2023b), robotics (Li et al. 2021), and scene modeling (Kang et al. 2022). Point cloud registration, which estimates the transformation or relative pose between two given 3D point cloud frames (Wang and Solomon 2019), is a crucial task in many applications, such as object detection, odometry estimation, as well as simultaneous localization and mapping (SLAM) (Shan et al. 2020; Kang et al. 2022), owing to its robustness against seasonal changes and illumination variations.

Iterative methods, as demonstrated by the iterative closest point (ICP) algorithm (Besl and McKay 1992; Segal, Haehnel, and Thrun 2009), have become widely employed in point cloud registration. Despite their utility, these methods face obstacles. Specifically, the non-convexity of the optimization problem poses a significant challenge to the attainment of a globally optimal solution (Wang and Solomon 2019). When dealing with sparse and non-uniform data, traditional methods like nearest-neighbor search may not be effective, resulting in higher registration errors (Wang and Solomon 2019; Wei et al. 2020).

To address the aforementioned challenges in point cloud registration, deep learning-based methods have been investigated to predict transformation matrices or relative poses (Choy, Park, and Koltun 2019; Bai et al. 2020; Ao et al. 2021). However, achieving robust point cloud registration in large-scale scenarios remains a significant challenge due to LiDAR scan distortion and sparsity. For instance, real outdoor datasets often exhibit numerous perturbations among different frames, such as dynamic objects and environmental noise (Yu et al. 2019). Thus, an open question is how to efficiently estimate the transformation for large-scale scenarios with perturbations, especially in real outdoor datasets.

In this paper, we propose a model for point cloud registration based on neural diffusion. Considering the demonstrated capability of Beltrami flow in preserving non-smooth graph signals and its robustness in feature representation (Song et al. 2022), we utilize feature descriptors and position embeddings based on graph neural diffusion with Beltrami flow (Kimmel, Sochen, and Malladi 1997; Chamberlain et al. 2021a). We also present a transformation estimation method using a diffusion-based Transformer. Our approach mitigates the challenges from dynamic object non-correspondence and random perturbations in large fields of view, leading to robust and efficient point cloud registration. Our main contributions are as follows:

- We design a 3D point cloud representation module using graph neural diffusion based on Beltrami flow, from which point feature embedding and position embedding are both outputs.
- We propose a point cloud registration method based on the window-patch-point matching and a Transformer, which incorporates neural ODE modules and leverages point features and their positional information.
- We empirically evaluate our point cloud registration method to outperform other baselines in several real datasets in the large field of view with perturbations.
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Point Cloud Registration Methods. As classical approaches, the ICP (Besl and McKay 1992) and the random sample consensus (RANSAC) (Fischler and Bolles 1981) are widely used for point cloud registration. RANSAC requires more computing resources and higher running time complexity due to its low convergence. ICP’s performance mainly depends on the selection of the initial value. A series of methods to refine ICP have been proposed (Guéroult et al. 2017; Koide et al. 2021) to improve the acceleration and accuracy. Correspondence-based estimators are used for point cloud registration. One type of method performs repeatable keypoint detection (Bai et al. 2020; Huang et al. 2021) and then learns the keypoint descriptor for the correspondence acquisition (Choy, Park, and Koltun 2019; Ao et al. 2021) or similarity measures to obtain the correspondences (Quan and Yang 2020; Chen et al. 2022), such as D3Feat (Bai et al. 2020), SpinNet (Ao et al. 2021), PREDATOR (Huang et al. 2021) and SC$^3$-PCR (Chen et al. 2022). The other, such as deep closest point (DCP) (Wang and Solomon 2019), CoFiNet (Yu et al. 2021) and UDPReg (Mei et al. 2023), performs the closest point (DCP) (Wang and Solomon 2019), CoFiNet and as SuperLine3D (Zhao et al. 2022) and Maximal Cliques (MAC) (Zhang et al. 2023).

In order to achieve more robust non-handcrafted estimators, learning-based methods are introduced into the transformation prediction (Qin et al. 2022). Since conventional estimators like RANSAC have drawbacks in terms of convergence speed and are unstable in the presence of numerous outliers, learning-based estimators (Lu et al. 2021; Poiesi and Boscaini 2022; Pais et al. 2020), such as StickyPillars (Fischer et al. 2021), PointDSC (Bai et al. 2021), EDFNet (Zhang et al. 2022), GeoTransformer (GeoTrans) (Qin et al. 2022), Lepard (Li and Harada 2022), BUFFER (Ao et al. 2023), RoITr (Yu et al. 2023) and RoReg (Wang et al. 2023a), have attracted much interest.

Point Cloud Feature Representation. In general, there are three categories of 3D feature representation methods. In the first category, voxel alignment is initially performed on the points, followed by the extraction of corresponding features through a 3D convolutional neural network (CNN) (Sindagi, Zhou, and Tuzel 2019; Kopuklu et al. 2019; Kumawat and Raman 2019). However, it is worth noting that this approach exhibits a long running time. The second category focuses on the reduction of a 3D point cloud into a 2D map, subsequently leveraging classical 2D CNN techniques for feature extraction (Su et al. 2015). Nevertheless, this approach may introduce unforeseen noise artifacts, which can impact the quality of the extracted features. The third category is to extract features from the raw point clouds directly using specific neural networks, such as PointNet (Qi et al. 2017), dynamic graph convolutional neural networks (DGCNN) (Wang...
point cloud transformer (PCT) (Guo et al. 2021), GdDi (Poiesi and Boscaiui 2022), PointMLP (Ma et al. 2022), and PointNeXt (Qian et al. 2022).

**Beltrami Neural Diffusion.** Beltrami flow is a partial differential equation widely used in signal processing (Kimmel, Sochen, and Malladi 1997; Chamberlain et al. 2021a; Zhao et al. 2023). A Beltrami diffusion on the graph is defined (Song et al. 2022) as

$$\frac{\partial Z(\mu, t)}{\partial t} = \frac{1}{2} \frac{1}{\|\nabla Z\|} \text{div} \left( \frac{\nabla Z}{\|\nabla Z\|} \right) (\mu, t),$$  

where div denotes the divergence, \(\nabla\) denotes the gradient operator, \(\|\cdot\|\) is a norm operator, vertex feature \(Z(\cdot, t)\) satisfies \(Z(\mu, t) = (X(\mu, t), Y(\mu, t))\) and \(\mu\) is the index of vertices, \((X(\mu, t), Y(\mu, t))\) denotes a pair of vertex features and positional features at the vertex with the index \(\mu\). To combine the Beltrami flow and graph neural diffusion, a Beltrami neural diffusion (Chamberlain et al. 2021a) is presented as

$$\begin{align*}
\frac{dX(t)}{dt}, \frac{dY(t)}{dt} &= (A_B(X(t), Y(t)) - I)[X(t), Y(t)],
\end{align*}$$  

(2)

where \(X\) and \(Y\) denote the vertex feature and positional feature in a graph, respectively. \(\alpha > 0\) is a scaling factor and \(A_B(\cdot, \cdot)\) is the learnable matrix-valued function. From (Chamberlain et al. 2021b; She et al. 2023), most graph neural networks (GNNs) can be regarded as partial differential diffusions using different discretization, which leads that (2) can be viewed as a neural partial differential equation (PDE).

As an advantage of neural diffusions with Beltrami flow, the robustness of feature representation for vertices is improved using both vertex features and positional features (Song et al. 2022; Chamberlain et al. 2021a). From (1), since there exists a term of \(\frac{1}{\|\nabla Z\|}\) when the gradient is large, the feature updates slowly. This benefits the shape description for the structure of vertices (Song et al. 2022). Due to the advantages of Beltrami diffusion, this process can smooth out the noise and enhance the shape features of the input.

**Methodology**

**Problem Formulation**

Consider two point clouds, \(P = \{P_i\}\) and \(Q = \{Q_j\}\), which are subsets of \(\mathbb{R}^3\). We first employ a neural-diffusion-based mapping function \(f\) to embed each point (or a subset of points) into a \(d\)-dimensional feature space, \(\mathbb{R}^d\). The intention behind this process is to leverage the similarities between the embeddings derived from the two point clouds for identifying matched or corresponding points. Subsequently, we anticipate predicting the rotation \(R\) and translation \(t\) that correspond to the ground-truth rotation \(R\) and translation \(t\). For the point cloud registration task, our objective function is naturally defined as: \(R^*, t^* = \arg \min_{R,t} d_F((R, t), (R, t))\), where \(d_F\) represents a metric. Alternatively, this can also be represented as

$$R^*, t^* = \arg \min_{R,t} \ell_{\text{loss}}(\pi(P^{co}, (R, t)), Q^{co}).$$  

(4)

In this context, the point-level matching \((P^{co}, Q^{co}) = ((P_i)_{i \in \mathcal{E}}, (Q_j)_{j \in \mathcal{L}})\) is established, where \(P_i\) corresponds to \(Q_j\), and \(\mathcal{L}\) is the index set of corresponding points. \(\pi(\cdot, \cdot)\) denotes the transformation operation. \(\ell_{\text{loss}}\) is a loss function such as mean squared error (MSE). To solve the proposed problem, we design a novel model, integrating neural diffusion. The architecture of this model is illustrated in Fig. 1.

In Fig. 1, the down-sampling module with multi-scale voxel sizes is the same as that in (Yu et al. 2021) for obtaining window-level and patch-level central points, denoted as \((U_{\text{win}}, V_{\text{win}})\) and \((U, V)\) respectively. Every window encompasses patches whose central points are within it, with each patch encapsulating points within the same process. The window feature module consists of the DGCNN from (Wang et al. 2019) and the Transformer from (Wang and Solomon 2019). The Top-\(K\) and radius outlier removal methods are applied to filter out outlier windows within patches and points. Then, we use the remaining patches and points for further registration.

**Point Cloud Representation with Beltrami Diffusion**

To represent point clouds, we initially extract both point-level and patch-level features utilizing the KPConv-FPN method (Qin et al. 2022; Thomas et al. 2019). The two feature representations correspond to the downsampling points and patch central points. Then, we introduce the feature and position embeddings on the points and the patch central points. Given a pair of original point clouds, \((i, j)\) we represent these clouds by their patch central points \((U, V)\), where \(U \in \mathbb{R}^{|U| \times 3}\) and \(V \in \mathbb{R}^{|V| \times 3}\). Each patch central point is denoted as \(u_i\) and \(v_j\), respectively. The learned patch-level features and position embeddings are represented by \((|H^U, f^U|, |H^V, f^V|)\), where \(H^U, f^U \in \mathbb{R}^{|U| \times d}\) and \(H^V, f^V \in \mathbb{R}^{|V| \times d}\). Similarly, \((i, i)\) a pair of point clouds are denoted as \((U', V')\). The learned point-level features and position embeddings are represented by \((|H^{U'}, f^{U'}|, |H^{V'}, f^{V'}|)\), where \(H^{U'}, f^{U'} \in \mathbb{R}^{U' \times d'}\) and \(H^{V'}, f^{V'} \in \mathbb{R}^{V' \times d'}\). Each patch central point can be associated with its patch consisting of points using a grouping strategy (Yu et al. 2021; Qin et al. 2022; Li, Chen, and Lee 2018). The corresponding patch sets based on \((U, V)\) are denoted by \(U = \{U_j| j = 1, \ldots, |U|\}\) and \(V = \{V_j| j = 1, \ldots, |V|\}\), where \(U_j = \{u_{i,j}^{\prime}|u_{i,j}^{\prime} \in U', \|u_{i,j}^{\prime} - u_i\| < \Gamma, j = 1, \ldots, |U'\}\}\) and \(V_j = \{v_{j,k}^{\prime}|v_{j,k}^{\prime} \in V', \|v_{j,k}^{\prime} - v_j\| < \Gamma, j = 1, \ldots, |V'|\}\), and \(\Gamma\) is a threshold parameter.

**Figure 2: Architecture of the Beltrami neural diffusion module for feature and position embeddings.**
To achieve enhanced robustness in the embeddings of both features and positions, we employ a neural diffusion mechanism rooted in Beltrami flow. This mechanism is specifically applied to each feature and position pair denoted as \( [H, I] \). Taking \( [H^U, I^U] \) as an instance, the Beltrami neural diffusion module is characterized by

\[
\frac{d[H^U(t), I^U(t)]}{dt} = f_{\text{BND}}([H^U(t), I^U(t)]),
\]

where \( f_{\text{BND}}([H^U(t), I^U(t)]) \in \mathbb{R}^{|U| \times 2d}, t \in [0, T_f] \), and \( f_{\text{BND}}(\cdot) \) denotes a Graph Neural Network (e.g., DGCNN (Wang et al. 2019)). This mapping is employed to embed both the point features and positions. In the context of updating the diffusion state, the construction of the neighborhood graph is derived from the \( k \) nearest neighbors, based on \( I^U(t) \) at time \( t \). The metric used to search the nearest neighbors is the \( L_2 \) distance in the Euclidean space of point positions. This graph construction facilitates the effective integration of information during the diffusion process.

By integrating the (5) from \( t = 0 \) to \( t = T_f \), we obtain the embeddings for the \( [H^U, I^U] \) given by

\[
[F^U, E^U] = [H^U(T_f), I^U(T_f)] = F_{\text{BND}}([H^U, I^U]),
\]

where \( F_{\text{BND}}(\cdot) \) indicates the mapping for the Beltrami neural diffusion by solving (5), and \( F^U, E^U \in \mathbb{R}^{|U| \times d} \). Analogously, the embeddings corresponding to the point features and their respective positions, obtained through the Beltrami neural diffusion, are represented by \( (E^U, F^V) \). The architecture of the Beltrami neural diffusion module is shown in Fig. 2.

**Feature-Position Transformer with Neural Diffusion**

We propose a Transformer module based on neural ODE and the point and position embeddings derived from the Beltrami neural diffusion. For a pair of point clouds \( (U, V) \), the input point features and position embeddings utilized as inputs for the Transformer module are represented by \( [F^U, E^U] \) and \( [F^V, E^V] \), respectively. Leveraging these embeddings, we proceed to elaborate on the self-attention and cross-attention mechanisms within the Transformer module.

**Feature-Position Self-Attention Mechanism.** To emphasize the geometric position of each point and augment the richness of point representation, we integrate position embeddings into the self-attention module. For a given point cloud \( U \), we input the normalized versions of \( F^U \) and \( E^U \) into the self-attention module. As a result, we obtain the embedding generated by the feature-position self-attention module as follows

\[
f_{\text{s_att}}(F^U) = \sum_{i=1}^{H_{\text{head}}} \left( f_{\text{sfx}}(F^U W^\text{seq}_i)(F^U W^\text{sk}_i)^T \right) + \left( \frac{F^U W^\text{seq}_i}{\sqrt{d^2_i}} \right) \left( F^U W^\text{sv}_i \right) W^s,
\]

where \( W^\text{seq}_i, W^\text{sk}_i, W^\text{sv}_i, W^\text{seq}_i, W^\text{sk}_i, \) and \( W^s \) are all learnable neural networks for feature embedding. \( d^2_i \) and \( d^3_i \) denote the number of dimensions for point cloud features and position embeddings in the \( i \)-th attention head. \((\cdot)^T \) and \( || \) are the transpose operation and the concatenation operation respectively. \( H_{\text{head}} \) denotes the number of heads. \( f_{\text{sfx}}(\cdot) \) is the row-wise softmax normalization function.

Furthermore, we employ the neural network module mentioned in standard Transformer architecture, including linear layers, feed forward networks (FFN), and normalization layers (Vaswani et al. 2017), as an embedding for \( f_{\text{s_att}}(F^U) \), to obtain \( f_{\text{sc_att}}(F^U) \).

**Feature-Position Cross-Attention Mechanism.** Based on the embeddings from the aforementioned self-attention and position information of points, we design a cross-attention for \( U \) and \( V \). When inputting the normalized \( f_{\text{s_att}}(F^U) \) w.r.t. \( U \) and \( f_{\text{sc_att}}(F^V) \) w.r.t. \( V \) into the cross-attention module, we have the corresponding embedding given by

\[
f_{\text{sc_att}}(F^U) = 
\sum_{j=1}^{c_{\text{head}}} \left( f_{\text{sfx}} \left( \left( f_{\text{s_att}}(F^U) W^\text{seq}_j (f_{\text{sc_att}}(F^V) W^\text{sk}_j)^T \right) \sqrt{d^2_j} + \left( \frac{E^U W^\text{seq}_j}{\sqrt{d^2_j}} \right) \left( f_{\text{sc_att}}(F^V) W^\text{sv}_j \right) \right) W^s, \right.
\]

where the notations are similar to those in (7). Then, we combine \( f_{\text{s_att}}(F^U) \) and \( f_{\text{sc_att}}(F^U) \) to obtain the point feature embedding for \( U \), which is denoted by \( f_{\text{sc}}(F^U) \). Meantime, we use fully connected (FC) layers to obtain the embedding of \( E^U \) denoted by \( f_{\text{fc}}(E^U) \). Furthermore, we introduce \( f_{\text{sc}}(F^U), f_{\text{fc}}(E^U) \) into the neural ODE to achieve the neural-diffusion-based Transformer given by

\[
\frac{d(F^U(t), E^U(t))}{dt} = \left[ f_{\text{sc}}(F^U(t)), f_{\text{fc}}(E^U(t)) \right],
\]

where \( [F^U(0), E^U(0)] = [F^U, E^U] \) and \( t \geq 0 \). Finally, we use the output of the neural ODE, that is, the solution integrated from \( t \) to the terminal time \( T \), as the embeddings \( [F^U_{\text{seq}}(F^U, E^U_{\text{seq}}), E^U_{\text{seq}}(F^U, E^U_{\text{seq}})] \) for \( U \). Similarly, we also obtain \( [F^V_{\text{seq}}(F^V, E^V_{\text{seq}}), E^V_{\text{seq}}(F^V, E^V_{\text{seq}})] \) for \( V \). These embeddings reflect the integrated information and dynamics captured by the neural ODE. The architecture of the Transformer with neural diffusion is shown in Fig. 3.

![Figure 3: Architecture of the feature-position Transformer based on neural ODE.](image-url)
Point Registration with Hierarchical Matching

Hierarchical matching. We conduct hierarchical matching for the corresponding windows, patches, and points. To match the corresponding windows and patches based on \((U_{\text{win}}, V_{\text{win}})\) and \((U, V)\) respectively, we conduct the exponential feature distance matrices with dual normalization (Sun et al. 2021; Qin et al. 2022). For instance, we perform \(\tilde{w}\) translation based on \((\tilde{U}, \tilde{V})\) corresponding to the point features \((\tilde{F}^U, \tilde{F}^V)\). We have the dual-normalized feature distance correlation matrix \(W_{UV} \in \mathbb{R}^{|U||V|}\) where the element \(w_{i,j}\) is given by

\[
\begin{align*}
    w_{i,j} &= \frac{\exp(-\|f_i^U - f_j^V\|_2^2)}{\sum_{k} \exp(-\|f_i^U - f_k^V\|_2^2) \sum_{l} \exp(-\|f_l^U - f_j^V\|_2^2)},
\end{align*}
\]

where \(f_i^U\) and \(f_j^V\) are the elements of \(F^U\) and \(F^V\) respectively. Then, we use Top-\(K\) method to select \(N_p\) point pairs based on \(w_{i,j}\), where the value of \(w_{i,j}\) at the top \(N_p\)-th is denoted by \(w_{N_p}\). We obtain the corresponding patch central points and their patches within points, respectively given by \((U, V) = \{(u_i, v_j) | (u_i, v_j) \in (U, V), w_{i,j} \geq w_{N_p}\}, w_{i,j} \in W_{UV}\) and \((\tilde{U}, \tilde{V}) = \{(\tilde{u}_i, \tilde{v}_j) | (\tilde{u}_i, \tilde{v}_j) \in (\tilde{U}, \tilde{V}), \tilde{w}_{i,j} \geq \tilde{w}_{N_p}\}, \tilde{w}_{i,j} \in W_{\tilde{U}\tilde{V}}\).

Furthermore, for each pair of corresponding patches within points, e.g. \((\mathcal{U}_i, \mathcal{V}_i) \in (\mathcal{U}, \mathcal{V})\), we compute cosine similarity with post-processing Sinkhorn algorithm (Sarlın et al. 2020) to obtain the similarity score matrix and use it to handle the point features. Then, using the Top-\(K\) method, we obtain the corresponding points in this pair of patches similar to the patch-level matching on the patch central point pairs \((\tilde{U}, \tilde{V})\) using exponential feature distance matrices.

Loss function. Due to advantages of learnable weights (Wang et al. 2022, 2020), we adopt a loss as follows

\[
L = \exp(-\varpi)\mathcal{L}_{\text{patch}} + \varpi + \exp(-\varrho)\mathcal{L}_{\text{point}} + \varrho,
\]

where \(\varpi\) and \(\varrho\) are learnable parameters. \(\mathcal{L}_{\text{patch}}\) and \(\mathcal{L}_{\text{point}}\) are the overlap-aware circle loss (Qin et al. 2022) and negative log-likelihood loss (Sarlın et al. 2020) respectively.

Experiments

Datasets. The Boreas dataset (Burnett et al. 2023), a publicly accessible street dataset comprising LiDAR and camera data, is used in our experiments. It encompasses diverse weather conditions, such as snow, rain, and nighttime scenarios. Notably, this dataset provides meticulously post-processed ground-truth poses. Leveraging these ground-truth poses, we can readily derive the transformation matrix for each adjacent pair of LiDAR point clouds. The KITTI dataset (Geiger et al. 2013) is also used which includes multi-sensor data. This dataset consists of 11 sequences capturing various street scenes, and it also offers global ground-truth poses. More details are provided in the supplementary material.

Implementation Details. We set the dimension \(d\) to 256 in (5). For handling the neighborhood graph of the \(k\) nearest neighbors, where \(k = 15\), we employ the graph learning layer \(f_{\text{BN}}\) in (5) as a composition of EdgeConv layers (Wang et al. 2019). Specifically, we utilize two EdgeConv layers, with hidden input and output dimensions of \([1024, 512]\) and \([512, 512]\) respectively. We also use the DGCNN and the Transformer based on self-cross-attention whose architectures are identical to those in (Wang et al. 2019) and (Wang and Solomon 2019) to extract features of window central points. Regarding the Transformer modules, we employ four attention heads, each with 128 hidden features, resulting in a total of 512 hidden features. We adopt the Adam optimizer (Kingma and Ba 2015) with a learning rate of 0.0001. The number of training epochs is set to 50. The model is executed on an NVIDIA RTX A5000 GPU. More details are provided in the supplementary material.

Results and Analysis

Performance on datasets with dynamic object perturbations. We assess the point cloud registration performance of PosDiffNet and compare it against various baseline methods. The training data is based on the subset of the Boreas dataset collected under sunny weather conditions. During the testing phase, we evaluate PosDiffNet in three distinct categories.
Performance on datasets under bad weather conditions.

The first and second categories are subsets of the Boreas dataset, captured under different weather conditions: sunny and night, respectively. The third category consists of a subset of the KITTI dataset, where the point clouds are collected under sunny weather conditions. The experimental results, presented in Table 1, showcase the superior performance of PosDiffNet compared to the baseline methods. PosDiffNet achieves better results across most evaluation metrics, including root mean square error (RMSE) and mean absolute error (MAE), for the relative translation error (RTE) and relative rotation error (RRE).

Furthermore, we assess the performance and conduct a comparative analysis using the subset of KITTI dataset as the training dataset. During the testing phase, we employ the same three categories as mentioned in the previous subsection. From Table 2, we observe that PosDiffNet consistently outperforms the other baseline methods in most cases, demonstrating its superior registration performance.

Performance on datasets with additive white Gaussian noise. We evaluate the robustness of PosDiffNet under the presence of additive white Gaussian noise $\mathcal{N}(\mu = 0, \sigma = 0.25)$ in the KITTI dataset during the testing phase. From Table 4, we observe that PosDiffNet outperforms the other benchmark methods in terms of relative translation prediction. Comparing Table 4 with Table 2, we note that PosDiffNet experiences a smaller degradation in relative translation prediction compared to the baselines. These findings demonstrate the crucial role of PosDiffNet in handling additive white Gaussian noise, particularly in scenarios where accurate relative translation prediction is required.

**Overlapping Discussion.** We conduct the experiments under lower overlapping conditions using the KITTI dataset with the 10-m frame interval between each pair of frames. From Table 5, we observe that PosDiffNet outperforms or is on par with the SOTA baselines, which evaluates the efficiency of our method.
<table>
<thead>
<tr>
<th>Method</th>
<th>TE(cm)</th>
<th>RE(°)</th>
<th>RR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DFeat-Net</td>
<td>25.9</td>
<td>0.25</td>
<td>96.0</td>
</tr>
<tr>
<td>D3Feat</td>
<td>7.2</td>
<td>0.30</td>
<td>99.8</td>
</tr>
<tr>
<td>SpinNet</td>
<td>9.9</td>
<td>0.47</td>
<td>99.1</td>
</tr>
<tr>
<td>Predator</td>
<td>6.8</td>
<td>0.27</td>
<td>99.8</td>
</tr>
<tr>
<td>CoFiNet</td>
<td>8.2</td>
<td>0.41</td>
<td>99.8</td>
</tr>
<tr>
<td>PointDSC</td>
<td>8.1</td>
<td>0.35</td>
<td>98.2</td>
</tr>
<tr>
<td>SC²-PCR</td>
<td>7.2</td>
<td>0.32</td>
<td>99.6</td>
</tr>
<tr>
<td>GeoTrans</td>
<td>6.8</td>
<td>0.24</td>
<td>99.8</td>
</tr>
<tr>
<td>MAC</td>
<td>8.5</td>
<td>0.40</td>
<td>99.5</td>
</tr>
<tr>
<td>DGR</td>
<td>~32</td>
<td>0.37</td>
<td>98.7</td>
</tr>
<tr>
<td>HRegNet</td>
<td>~12</td>
<td>0.29</td>
<td>99.7</td>
</tr>
<tr>
<td>UDPReg</td>
<td>~8.8</td>
<td>0.41</td>
<td>64.6</td>
</tr>
<tr>
<td>SuperLine3D</td>
<td>~8.7</td>
<td>0.59</td>
<td>97.7</td>
</tr>
<tr>
<td>PosDiffNet</td>
<td>6.6</td>
<td>0.24</td>
<td>99.8</td>
</tr>
</tbody>
</table>

Table 5: Performance on the 10-m frame KITTI dataset (the same setting as that in (Qin et al. 2022; Zhang et al. 2023)). The results of baselines are borrowed from (Qin et al. 2022; Chen et al. 2022; Zhao et al. 2022; Mei et al. 2023; Zhang et al. 2023). The metrics are the same as those in (Zhang et al. 2023). “∼” indicates the lack of a dataset setting description or a setting similar to that in (Qin et al. 2022; Zhang et al. 2023). The PointDSC, SC²-PCR, and MAC are based on the FPFH method (Rusu, Blodow, and Beetz 2009).

The additive noises include two Gaussian noises following \(N(0, \sigma = 0.25)\) and \(N(0, \sigma = 1.5)\), corresponding to the low-level and high-level noises.

**Robustness of diffusion modules.** We compare the feature distances based on \(L_2\) distance between different levels of noisy conditions and the clean condition for the output of the modules with and without Beltrami diffusion. From Figs. 4 and 5, the statistics of feature distances with diffusion demonstrate superior performance and stability compared to those without diffusion. This indicates the robustness of diffusion.

**Ablation Study.** We evaluate the effectiveness of each module and the Transformer in our design. The performance improvements are observed through the evaluation of individual modules or components of the Transformer, as shown in Table 6 and Table 7.

**Limitation Discussion.** The resource-intensive nature of diffusion and attention computation presents challenges for resource-constrained devices. Future research will focus on exploring model miniaturization techniques to mitigate these constraints.

**Conclusion**

In this work, we introduce PosDiffNet, a model that combines a joint window-patch-point correspondence method with neural Beltrami flow and diffusion-based Transformer. PosDiffNet facilitates the simultaneous processing of point features and position information and achieves SOTA performance on datasets in large fields of view, demonstrating its effectiveness and robustness.
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