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Abstract
Current sentence-level evidence extraction based methods may lose the discourse coherence of legal articles since they tend to make the extracted sentences scattered over the article. To solve the problem, this paper proposes a Cascaded Answer-guided key segment learning framework for Long Legal Article Question Answering, namely CALQA. The framework consists of three cascaded modules: Sifter, Reader, and Responder. The Sifter transfers a long legal article into several segments and works in an answer-guided way by automatically sifting out key fact segments in a coarse-to-fine approach through multiple iterations. The Reader utilizes a set of attention mechanisms to obtain semantic representations of the question and key fact segments. Finally, considering it a multi-label classification task, the Responder predicts final answers in a cascaded manner. CALQA outperforms state-of-the-art methods in CAIL 2021 Law dataset.

Introduction
Legal Question Answering (LQA) refers to finding answers to a given question by reading and understanding a set of legal articles. Legal articles are rigorously structured and logical. The answer span may need to be derived through consecutive sentences. Meanwhile, sometimes, the answer spans are derived through distributed sentences since it is in the multi-span answer type. The derivation of certain types of questions (such as multi-span answers) relies on key fact sentences consecutive or scattered over the legal article. This introduces a challenge to pre-trained language models with limited input embedding size.

Extracting evidence like key sentences to guide answer prediction is proven useful in long text question answering in the legal domain. We argue that preserving the contextual semantics (discourse coherence) of key sentences is effective to accurate answering. Tackling this problem, this paper proposes CALQA, a Sifter, Reader, Responder cascaded framework, as shown in Figure 1. The Sifter first segments a long legal article into several segments, each of which contains one or more consecutive sentences. Key segments are automatically labeled based on whether containing answer spans in the data processing phase. We then design an answer-guided supervised learning for Sifter, in a coarse-to-fine manner to select key segments and go through several iterations. Thirdly, the selected segments are fed into the semantic representation module Reader in their original order. The Reader utilizes co-attention and segment-level self-attention mechanisms to learn the question and key segments semantic representation, which will be used as input to a cascaded neural network called Responder. The Responder maps the semantic representation to the input of a multi-label classification task and obtains the final answer in a cascaded manner. The CALQA framework achieves 83.1 in Macro-F1 and 65.8 in EM and outperformed the state-of-the-art baseline model by 4.1% and 9.1%.

Methodology
Given the input: a long legal article x, a question q, our task predicts an output: y (span(s), yes, no, unknown).

Sifter: Key Segment Selection Based on the Dynamic Programming (DP) algorithm, the Sifter in a cascaded design aims to maintain the discourse coherence of the input legal article x and question q while summarizing them to
**Reader: Semantic Representation Learner** As shown in Figure 2, the Reader is a cascaded structure with a range of co-attention and segment-level self-attention. After receiving the key fact segments from the Sifter, the Reader will represent the key fact segments $x_i \in \mathbb{R}^m$ and the question segment $S_{Z_q} \in \mathbb{R}^n$. It outputs the representation of a legal article and its question $E_{QS} \in \mathbb{R}^{m+n}$ and the segment-level representation $H \in \mathbb{R}^{(l+1) \times h}$, where $E_{QS}$ is the concatenation of the context-aware question representation $Q^h_3 \in \mathbb{R}^{n \times h}$ and the question-aware token-level representation $x^Q_3 \in \mathbb{R}^{m \times h}$. The segment-level representation $H$ is the concatenation of the question segment representation $Q^h_4 \in \mathbb{R}^{1 \times h}$ and the key segment representation $x^Q_4 \in \mathbb{R}^{l \times h}$.

**Responder: Cascaded Answer Predictor** As shown on the right in Figure 2, the Responder takes $E_{QS} \in \mathbb{R}^{m+n}$, $H \in \mathbb{R}^{(l+1) \times h}$ as inputs to predict answers in a cascaded manner. A dense layer $F^S$ with Tanh activation function is employed in segment learning layer.

The start and end logits of the answer are predicted by,

$$H_{\text{start}} = F_{\text{start}}([H^2_S; E_{QS}]) \in \mathbb{R}^{(m+n) \times h} \quad (1)$$

$$o_{\text{start}} = H_{\text{start}} W_{\text{start}} \in \mathbb{R}^{m+n} \quad (2)$$

$$H_{\text{end}} = F_{\text{end}}([H_{\text{start}}; E_{QS}]) \in \mathbb{R}^{(m+n) \times h} \quad (3)$$

$$o_{\text{end}} = H_{\text{end}} W_{\text{end}} \in \mathbb{R}^{m+n} \quad (4)$$

where $o_{\text{start}}$ is the output logit vector of the start positions of the answer, $F_{\text{start}}$ is a dense layers with Tanh activation function, and $W_{\text{start}} \in \mathbb{R}^{(h \times 1)}$ is a trainable parameter. $H_{\text{start}}$ will be used in answer end locator. The training loss is computed over the aforementioned output logits, and jointly minimize these two cross-entropy losses.

**Experiments**

We follow the CAIL 2021 Law MRC contest setup to obtain the train, dev and test set for evaluating. In the data set, 56.38% articles are longer than 512. The commonly used sliding window results in hard truncated segments accounting for 91.7%, which can't guarantee discourse coherence since a sentence is cutoff directly. Our DP-based method works better with 6.9% hard truncated segments.

Our CALQA is a two-stage training framework. The accuracy of the Sifter sifting out key sentences exceeds 99.5%. In answer prediction, as listed in Table 1, it outperforms other six baselines on both dev set and test set. The result demonstrates that the cascaded key segment learning framework is capable of obtaining semantic information of legal documents and accurately answering multi-type questions.

**Conclusions**

This study proposes a new Legal Question Answering framework namely CALQA that reads legal articles to answer multi-type question. Experiments on the CAIL 2021 Law MRC dataset shows its promising performance.
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