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Abstract

Learning exercises that activate students’ additional cognitive understanding of course concepts facilitate contextualizing the content knowledge and developing higher-order thinking and problem-solving skills. Student-generated instructional materials such as course summaries and problem sets are amongst the instructional strategies that reflect active learning and constructivist philosophy.

The contributions of this work are twofold: 1) We introduce a practical implementation of an inside-outside learning strategy in an undergraduate deep learning course and will share our experiences in incorporating student-generated instructional materials learning strategy in course design, and 2) We develop a context-aware deep learning framework to draw insights from the student-generated materials for (i) Detecting anomalies in group activities and (ii) Predicting the median quiz performance of students in each group. This work opens up an avenue for effectively implementing a constructivist learning strategy in large-scale and online courses to build a sense of community between learners while providing an automated tool for instructors to identify at-risk groups.

Introduction

Artificial Intelligence (AI), Machine Learning (ML), and Data Science (DS) are emerging disciplines that combine mathematics, statistics, and Computer Science (CS) tools to develop methodologies that can extract knowledge from data to support discovery and decisions (Provost and Fawcett 2013). AI, ML, and DS have broad applications, including technology and sciences (natural and social), and have the potential to offer meaningful and welcoming pathways to Science, Technology, Engineering, and Mathematics (STEM) (Lue 2019; Donoho 2017; Lunch et al. 2019; Paleco et al. 2021).

In the past 50 years, the global demand for the adoption of AI and its democratization increased students’ interest in enrolling in AI and ML-related courses at the graduate and undergraduate levels (National Academies of Sciences Engineering Medicine 2018; Duncan, Eicher, and Joyner 2020). For the successful implementation of AI education courses, specifically designed to serve a diverse set of students, a careful combination of computational and inferential thinking strategies is needed (Adhikari, DeNero, and Jordan 2021). Interdisciplinary and integrative fields like DS often require transformation and innovation in educational design practices (August et al. 2010). In doing so, innovative teaching strategies can effectively enable students’ conceptual, procedural, and cognitive understanding of course concepts (Ramirez-Velarde et al. 2016). A study of National Science Foundation (NSF) proposals written by predominantly Science and Engineering faculty has shown that optimal learning outcomes for innovative and interdisciplinary programs include disciplinary grounding, integration, teamwork, communication, and critical awareness (Borrego and Newswander 2010). With these insights in mind, we develop and integrate new teaching paradigms into an undergraduate Deep Learning (DL) course to transform and improve student’s learning experiences and outcomes. By doing so, we would meaningfully contribute to the body of evidence recommending effective pedagogies for inclusive teaching of AI, ML, and DS courses.

Student-Generated Instructional Materials

The Integrated Learning Process (ILP) model is based on the repetition of four stages of learning: 1) concrete experience, 2) construction, 3) abstraction, and 4) action (Ramirez-Velarde et al. 2014). Past studies have shown that ILPs that incorporate tasks requiring additional cognitive efforts such as retrieval practice, elaboration, concept mapping, or drawing encourage students to learn concepts on a deeper level and generate additional memory traces that aid with retention (Adesope, Trevisan, and Sundararajan 2017; Ebersbach, Feierabend, and Nazari 2020; Fernandes, Wammes, and Meade 2018).

One learning exercise that activates students’ additional cognitive understanding of course concepts is student-generated instructional materials. As the term implies, student-generated instructional materials ask learners to provide objects that other students can use in their learning (Coppola and Pontrello 2020). When students generate instructional materials, it positively affects their learning through increased engagement (Collis and Moonen 2006), improved performance, and long-term retention of knowledge (King 1992). Types of student-generated instructional materials include lecture summaries (King 1992), problem-sets (Chin and Brown 2002), wiki (Ellis and Folley 2010),
video (Jordan et al. 2016), direct instruction of others (Alaimo et al. 2010; Hickey and Pontrello 2016), storyboards (Colbran and Gilding 2014), and flashcards (Colbran et al. 2017).

Student-generated problems are one type of student-generated instructional material. It is perceived as a paradigm shift from cognitive theory to constructivism, where students use their understanding of concepts to generate problems that bring about their cognitive development. The student-generated problems instructional method is developed as a part of the instructional strategies that reflect active learning and constructivist philosophy. This approach is an instructional strategy for helping students contextualize content knowledge and develop higher-order thinking and problem-solving skills (Algarni 2021).

Another type of student-generated instruction strategy is Inside-Outside (I-O) learning strategy which intends to emphasize transformations: from inside to outside and from learning to teaching (Yamamoto and Karaman 2011). In the I-O learning strategy, students collaborate to create their learning materials. Students develop memorization questionnaires, discussion topics and questions, schema and synoptic tables, relation trees, and other visualization aids. Sia (2015) shows that these cooperative and collaborative learning exercises will improve intercultural competencies (Schilstra, Takác, and Abcouwer 2019).

Contributions

The contributions of this work are twofold: 1) We introduce a practical implementation of an inside-outside learning strategy in an undergraduate deep learning course and will share our experiences in incorporating student-generated instructional materials learning strategy in course design, and 2) We develop a context-aware deep learning framework to draw insights from the student-generated materials for (i) Detecting anomalies in group activities and (ii) Predicting the median quiz performance of students in each group. This work opens up an avenue for effectively implementing a constructivism learning strategy in AI, ML, and DS courses where students use their understanding of concepts to generate instructional materials. It is perceived as a paradigm shift from cognitive theory to constructivism, where students use their understanding of concepts to generate problems that bring about their cognitive development. The student-generated problems instructional method is developed as a part of the instructional strategies that reflect active learning and constructivist philosophy. This approach is an instructional strategy for helping students contextualize content knowledge and develop higher-order thinking and problem-solving skills (Algarni 2021).

Another type of student-generated instruction strategy is Inside-Outside (I-O) learning strategy which intends to emphasize transformations: from inside to outside and from learning to teaching (Yamamoto and Karaman 2011). In the I-O learning strategy, students collaborate to create their learning materials. Students develop memorization questionnaires, discussion topics and questions, schema and synoptic tables, relation trees, and other visualization aids. Sia (2015) shows that these cooperative and collaborative learning exercises will improve intercultural competencies (Schilstra, Takác, and Abcouwer 2019).

Course Structure & Description of Data

This study is conducted in an undergraduate deep learning course at the University of California, Santa Cruz. The course provides a practical introduction to machine learning, with an emphasis on neural networks and deep learning. The course starts with a discussion of foundational pieces of statistical inference. Then, we introduce the basic elements of machine learning: loss functions and gradient descent. With these, we first present Logistic Regression (LR), or one-layer networks, and then move on to more complex models: deep neural networks, Convolutional Neural Networks (CNNs) for image recognition, Recurrent Neural Networks (RNNs), and Long-Short Term Memory (LSTM) for temporal and sequential data. The course also introduces unsupervised and self-supervised methods in the final two weeks. Collectively, the course teaches the core set of practical machine learning and deep learning techniques using real-world datasets.

The course is taught over a 10-week period with the schedule shown in Table 1.

<table>
<thead>
<tr>
<th>Week</th>
<th>Topic</th>
<th>Due</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Intro, Types of learning, &amp; Feature Engineering</td>
<td>Quiz 1 &amp; Assignment 1</td>
</tr>
<tr>
<td>2</td>
<td>Linear Regression, Least Squares, &amp; Gradient Descent</td>
<td>Quiz 2 &amp; Assignment 2</td>
</tr>
<tr>
<td>3</td>
<td>Regularization &amp; Linear Classifiers</td>
<td>Quiz 3 &amp; Assignment 3</td>
</tr>
<tr>
<td>4</td>
<td>Logistic Regression &amp; Maximum Likelihood Estimation</td>
<td>Quiz 4 &amp; Assignment 4</td>
</tr>
<tr>
<td>5</td>
<td>Introduction to Neural Networks</td>
<td>Quiz 5 &amp; Assignment 5</td>
</tr>
<tr>
<td>6</td>
<td>Deep Learning topics: Dropout &amp; Optimization</td>
<td>Quiz 6 &amp; Assignment 6</td>
</tr>
<tr>
<td>7</td>
<td>Convolutional Neural Networks</td>
<td>Quiz 7 &amp; Assignment 7</td>
</tr>
<tr>
<td>8</td>
<td>Recurrent Neural Networks</td>
<td>Quiz 8 &amp; Assignment 8</td>
</tr>
<tr>
<td>9</td>
<td>Auto-Encoders &amp; Intro to Self-Supervised Learning</td>
<td>Quiz 9 &amp; Assignment 9</td>
</tr>
<tr>
<td>10</td>
<td>More on Self-Supervised Learning</td>
<td>Quiz 10 &amp; Assignment 10</td>
</tr>
</tbody>
</table>

Table 1: Outline of the deep learning course over a 10-week period.

As shown above, the course does not assume any prior machine learning background and starts from basic data preparation and feature engineering topics, advances gradually into deep learning topics, and ends with self-supervision algorithms. Students work on bi-weekly assignments and take bi-weekly quizzes for course assessment.

The course was first designed and offered in the 2018-2019 academic year, and the demand for the course has grown over the years. Additionally, during the remote instruction of COVID-19, the instructional team looked into ways to engage students with the course content in a structured way. To this end, we use the following course activities:

- **Promoting collaborative learning:** The class is divided into 10 study groups (based on the idea of a mini-class introduced by Alvarado et al. in (Alvarado, Minnes, and Porter 2017)) so students can collaborate for course activities.

- **Incorporating student-generated instructional materials:** Teams of students are asked to submit weekly course summaries and problem sets. These materials are shared with all students in the course so they can use weekly problem sets and lecture summaries to prepare for bi-weekly quizzes.

Data is collected from the course offered in Fall 2021 from 100 students assigned to groups of 10. Out of 100 students, 18% are identified as women, 81% identified as men and 1% identified as non-binary.
Framework

We use the student-generated lecture summaries and problem sets to build a group anomaly detection module and the group’s median quiz grade prediction module. Figure 1 presents the high-level design of our framework. The framework includes 1) A contextual embedding extraction of group summaries and problem sets using Sentence Bidirectional Encoder Representations from Transformers (S-BERT) (Reimers and Gurevych 2019; Devlin et al. 2018), 2) Gaussian Mixture Model (GMM) (Reynolds 2009) with eight components for topic extraction, 3) Anomaly detection module based on maximum Principle Component Analysis (PCA) reconstruction error, and 4) Prediction of group’s median quiz grade. The following sections describe different elements of our framework.

Contextual Embedding

Finding a context-aware feature embedding from text is a fundamental research problem in Natural Language Processing (NLP). Different approaches are used in the literature for extracting features from the free-form educational text, such as Word2Vec (Mikolov et al. 2013), Glove (Pennington, Socher, and Manning 2014), and more recently, transformer-based model BERT. BERT and its variation S-BERT is used for many educational tasks such as analyzing surveys (Esmailzadeh et al. 2022), evaluation of students’ essays and exams (Cochran et al. 2022; Padó 2022; Condor, Litster, and Pardos 2021), lecture summarization (Miller 2019), and evaluating lesson objectives (Cher, Lee, and Bello 2022).

In this work, group summaries and problem sets are passed to the pre-trained S-BERT to extract the 1024-dimensional sentence embeddings. To reduce noise in the data, PCA with 128 principle components is applied to problem sets and weekly summaries from all groups over ten weeks (100 documents for each submission type).

Gaussian Mixture Model for Topic Extraction

The Gaussian mixture model is a probabilistic model that assumes all the data points are generated from a mixture of a finite number of Gaussian distributions \( (k \in \{1, 2, \ldots, K\}) \) with unknown parameters. \( K \) is the number of components of our dataset. The GMM components are characterized by mean \( (\mu) \), covariance matrix \( (\Sigma) \), and a mixing probability \( \pi \) that defines how big or small the Gaussian function will be. The mixing coefficients are themselves probabilities and must meet the following condition:

\[
\sum_{k=1}^{K} \pi_k = 1. \tag{1}
\]

GMM is trained on 128-dimensional sentence embeddings for problem sets and lecture summaries for group submissions over two weeks (corresponding to lectures associated with each quiz). For each component, we choose the point with maximal similarity to the mean \((\mu_k)\) of each Gaussian distribution as the representation of each component.

GMM models trained on weekly student submissions are used to extract features that can be used for downstream tasks. In this study, the number of Gaussian components used is experimentally chosen as 8 to capture as many weekly topics as possible while limiting the amount of variations and noise. We further investigate the choice of the number of components in the Discussion Section. Gaussian components are shown with \( C_k \) with \( k \in \{1, \ldots, 8\} \). Assuming that the component \( C_k \) has \( N_{C_k} \) sentences and group \( G_i \) has a total of \( N_{G_i} \) sentences, we calculate the following density features:

**Per-group Density** For each group \( G_i \) with \( i \in \{1, 2, \ldots, 10\} \), assume the number of sentences from group \( G_i \) that are assigned to components \( C_1 \) through \( C_8 \) are \( \{N^{(G_i)}_{C_1}, N^{(G_i)}_{C_2}, \ldots, N^{(G_i)}_{C_8}\} \). We calculate per-group density feature vector for group \( G_i \), \( \rho_G(i) \), as:

\[
\rho_G(i) = \left[ \frac{N^{(G_i)}_{C_1}}{N_{G_i}}, \frac{N^{(G_i)}_{C_2}}{N_{G_i}}, \ldots, \frac{N^{(G_i)}_{C_8}}{N_{G_i}} \right] \tag{2}
\]

\( \rho_G(i) \in \mathbb{R}^8 \) is a feature vector measuring the concentration or density of the submission from a group \( G_i \) in each of...
The Gaussian components. Imbalance concentrations in each component $C_k$ compared to other groups’ densities can be an indication of an anomaly in the submission.

**Per-component Density** Assuming that the number of sentences assigned to components $C_1$ through $C_8$ are $N_{C_1}, N_{C_2}, ..., N_{C_8}$, we define per-component density for group $G_i$, $\rho_C(i)$ as follows:

$$\rho_C(i) = \left[ \frac{N_1^{(G_i)}C_1}{N_{C_1}}, \frac{N_2^{(G_i)}C_2}{N_{C_2}}, ..., \frac{N_8^{(G_i)}C_8}{N_{C_8}} \right]$$  (3)

$\rho_C(i) \in \mathbb{R}^8$ is a feature vector measuring the percentage of sentences in each of the 8 components that are associated with group $G_i$. Large deviations from 10% contribution (based on uniform distribution of sentences between groups) to each component can indicate group submission anomaly.

**Group Anomaly Detection**

For each group submission, feature vectors are created using the concatenation of per-group density vector, $\rho_G(i) \in \mathbb{R}^8$, and per-component density vector, $\rho_C(i) \in \mathbb{R}^8$. Therefore, feature vectors for group $G_i$’s problem set and lecture summary for week $j$, $f^G_{G_i}(p_j)$ and $f^G_{G_i}(s_j)$, are defined as follows.

$$f^G_{G_i}(p_j)(i) = [\rho_G^{(p_j)}(i), \rho_C^{(p_j)}(i)] = \left[ \frac{N_1^{(G_i,p_j)}C_1}{N_{G_i,p_j}}, \frac{N_2^{(G_i,p_j)}C_2}{N_{G_i,p_j}}, ..., \frac{N_8^{(G_i,p_j)}C_8}{N_{G_i,p_j}} \right]$$  (4)

$$f^G_{G_i}(s_j)(i) = [\rho_G^{(s_j)}(i), \rho_C^{(s_j)}(i)] = \left[ \frac{N_1^{(G_i,s_j)}C_1}{N_{G_i,s_j}}, \frac{N_2^{(G_i,s_j)}C_2}{N_{G_i,s_j}}, ..., \frac{N_8^{(G_i,s_j)}C_8}{N_{G_i,s_j}} \right]$$  (5)

In the equations above,

- $N_{G_i,s_j}^{(G_i,s_j)}$: The number of sentences in the group $G_i$’s lecture summary submission that are associated with component $C_d$.
- $N_{G_i,p_j}^{(G_i,s_j)}$: The total number of sentences in group $G_i$’s lecture summary submission.
- $N_{C_d,s_j}^{(G_i,s_j)}$: The total number of sentences associated with component $C_d$ from all group’s lecture summary submissions in week $j$.
- $N_{d}^{(G_i,p_j)}$, $N_{G_i,p_j}$, and $N_{C_d,p_j}$ follow the same definition as the first three items but for groups’ problem set submissions.

We identify anomalous submissions using PCA reconstruction error. Specifically, we apply PCA to convert feature vectors $f^G_{G_i}(p_j)$ and $f^G_{G_i}(s_j)$ to 2-dimensional space. We calculate reconstruction error for all embeddings. Assuming that principle components are orthonormal vectors $\{v_1, v_2, ..., v_k\}$, we calculate the reconstruction error as:

$$e_f = ||f - \sum_{i=1}^k w_i v_i||_2$$  where  $w_i = v_i \cdot f$  (6)

Submissions with reconstruction errors higher than 2 standard deviations from the mean of the reconstruction errors are labeled as a potential anomaly. Figure 2 illustrates an overview of the anomaly detection module.
Quality of Topic Extraction Module

Figure 3 illustrates 2-dimensional PCA plots of the two GMM models with eight components trained on the submission in weeks 3 and 4 for lecture summaries (top figure) and problem sets (bottom figure). In both cases, sentences with the minimum distance to the center of the 8 Gaussian distributions are used as representative sentences for each component. As shown, the probability density distribution of lecture summaries and problem sets are similar, suggesting that the density of groups’ attention to the core topics in the lecture summaries and problem sets are aligned.

It is also important to note that during weeks 3 and 4, as shown in Table 1, regularization, linear classification, logistic regression, and maximum likelihood estimation topics were covered. Tables 2 and 3 outline the association of Gaussian components (represented by their centers) to each of these four core topics in weeks 3 and 4 based on the lecture summaries and problem set submissions, respectively.

Table 2: Association of 8 GMM components ($C_1$ through $C_8$) to topics covered in weeks 3 and 4 based on lecture summary submissions.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Component centers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularization</td>
<td>(C2) “Generally, we don’t want huge weights.”</td>
</tr>
<tr>
<td></td>
<td>(C5) “If the dataset is small, the probability of having a complex model overfitting to the data model is going to increase.”</td>
</tr>
<tr>
<td>Linear classification</td>
<td>(C3) “With threshold=2 set the weights to 1 each.”</td>
</tr>
<tr>
<td></td>
<td>(C4) “In the space of feature vectors.”</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>(C1) “Maps points in d-dimensional space into value in range (0,1).”</td>
</tr>
<tr>
<td></td>
<td>(C6) “Logistic Function”</td>
</tr>
<tr>
<td></td>
<td>(C8) “Using the logistic function, can map activation score $z$ to range (0, 1).”</td>
</tr>
<tr>
<td>Max likelihood estimation</td>
<td>(C7) “Decision boundary is $\text{activation}(\theta x) = 0.$”</td>
</tr>
</tbody>
</table>

Table 4 outlines groups’ median quiz grades for quizzes 1 through 5 and results from the anomaly detection module for weeks 1-2 through 9-10. It is important to note that not all submissions flagged as anomalies belong to underper-
**Table 3:** Association of 8 GMM components ($C_1$ through $C_8$) to topics covered in weeks 3 and 4 based on problem set submissions.

<table>
<thead>
<tr>
<th>Group</th>
<th>Bi-Weekly Median Quiz Grade</th>
<th>Flagged as Outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1</td>
<td>Q2</td>
</tr>
<tr>
<td>1</td>
<td>17.5</td>
<td>18.75</td>
</tr>
<tr>
<td>2</td>
<td>19.0</td>
<td>18.0</td>
</tr>
<tr>
<td>3</td>
<td>22.0</td>
<td>19.0</td>
</tr>
<tr>
<td>4</td>
<td>21.0</td>
<td>20.0</td>
</tr>
<tr>
<td>5</td>
<td>17.0</td>
<td>19.0</td>
</tr>
<tr>
<td>6</td>
<td>15.125</td>
<td>14.5</td>
</tr>
<tr>
<td>7</td>
<td>17.0</td>
<td>17.75</td>
</tr>
<tr>
<td>8</td>
<td>17.5</td>
<td>16.375</td>
</tr>
<tr>
<td>9</td>
<td>19.0</td>
<td>20.5</td>
</tr>
<tr>
<td>10</td>
<td>16.0</td>
<td>17.0</td>
</tr>
</tbody>
</table>

**Table 4:** A summary of groups’ median quiz grades for quizzes 1 through 5 and results from the anomaly detection module for corresponding weeks.

Forming groups. In some cases, though rarely, we have observed that more detailed submissions might also get flagged as anomalies. The framework is augmented with the next module, grade prediction, to help distinguish between over-performing and under-performing groups and triage these cases.

The anomaly detection module reduces the time instructors need to check lecture summaries and problem set submissions. Identifying underperforming groups in a timely manner provides an opportunity for the instructional team to identify at-risk teams and intervene if needed.

In the analysis of submissions from the groups flagged by the anomaly detection module, 16% of submissions are flagged as anomalies, of which 63.5% belong to underperforming submissions (10% of the total submissions). To further examine anomaly cases for weeks 1 and 2, we identify the following:

- Group 8 is identified as over-performing as they included a very detailed summary and questions in their submission. This group can be triaged using the median grade prediction module.
- Group 1 failed to submit a quality summary as the submission had only a bulleted list of topics discussed in the course. Group 1’s problem set submission only included a maximum of two questions per lecture, which the model might have picked as an anomaly as it does not contribute equally to the density of the GMM components.

As another example, in the submissions for weeks 5 and 6, group 2 is flagged as an anomaly. Looking into the group’s median quiz grade, the group has a higher median than the average of the other groups (the same is also predicted using the grade prediction module). Therefore we can conclude that the group might have been over-performing. This has been verified by checking the group’s submission for the corresponding weeks.

**Discussion**

We train GMM models from $K = 4$ components to $K = 10$. We chose 4 as the lower bound to ensure that the main bi-weekly covered topics are assigned to different components. We chose $K = 10$ as the upper bound to avoid creating a high-dimensional output from the GMM model and hence overfitting the training data for the downstream tasks. We calculated Akaike Information Criterion (AIC) scores to identify the appropriate number of components. As shown
“Project an input $x$ on theta resulting in activation $z$ (real valued).”

“Map $z$ to $(0, 1)$ by using the logistic function.”

“Weighted sum of linear classifier output is activation (determines classification).”

“Output of model is $0 - 1$ (Probability).”

“$p(C = 1|x) = \text{sigmoid}()$.”

“Vector in d+1 dimensional feature space.”

“Consider model: $h(\theta)(x) = \theta_j \times x_j$.”

“$X \in \mathbb{R} \times (d + 1)$.”

“Maps point in d-dimensional space to value in range $(0, 1)$. ”

“Maps point in $(d+1)$-dimensional space to real #.”

“Output of the model is always between 0 and 1 (probabilities).”

“$x \rightarrow \phi(x) \rightarrow y(outcome)$. ”

“Map $z$ to the range 0 to 1 using the logistic function (sigmoid function).”

“The output of Logistic Regression is always a value between $(0,1)$ to form a probability distribution.”

“range(-inf, +inf) while domain $(0,1)$.”

Table 5: A sample of sentences associated with component $C_0$ for lecture summaries in weeks 3 and 4 represents the logistic function’s range and domain.

In Figure 4, AIC scores drop sharply at $K = 8$, and hence we conclude that 8 components are appropriate.

Figure 4: AIC score for different number of components of the GMM model trained on the entire training data.

Qualitative evaluation of the semantic coherence of components. Furthermore, we qualitatively evaluated the semantic coherence of components in each of the GMM models. Table 5 lists a sample of 15 sentences from component $C_1$ of the GMM trained on lecture summaries from weeks 3 and 4. As shown, the sentences in component $C_1$ are coherently related to each other and describe the range and domain of the logistic function.

Performance of Grade Prediction Module

We trained the model on the density feature vectors after applying a 2D PCA. We randomly selected 90% of feature vectors as training and 10% as the test set. The average mean squared error between the group’s median quiz grade and the model’s prediction is 1.16 out of 25 (maximum quiz grade).

It is important to note that the sample size in the current dataset is limited. However, as the course is offered for more quarters and historical data is gathered, the model can be retrained using all historical data to enhance feature learning and improve the quality of the regression model.

Limitations & Future Work

The sample size for the current study is 100 weekly lecture summary submissions and 100 weekly problem sets. Though the anomaly detection and grade prediction modules show promise in detecting over-performing and under-performing group submissions, more data can improve the performance of both modules.

Future work can include a DL framework for classifying anomalies as over-performing or under-performing to more accurately separate the two groups. Additionally, using more textual data and problem sets from DL topics can enable us to fine-tune the S-BERT module to obtain more context-relevant sentence embeddings.

Conclusion

Summarization capability and the ability to create problem sets from the materials learned in a course are among the factors that indicate students’ mastery of a topic. In this paper, we introduce and validate a pedagogically effective group activity in a deep learning course to improve students’ mastery of deep learning concepts through writing weekly course summaries and problem sets. We employ a context-aware deep learning framework for analyzing group summaries and problem sets to monitor group dynamics. The framework can also be used to predict groups’ quiz performance while also providing an automated tool to instructors an avenue for identifying at-risk groups.
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