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Abstract
Welding is a fabrication process used to join or fuse two mechanical parts. Modern welding machines have automated lasers that follow a pre-defined weld seam path between the two parts to create a bond. Previous efforts have used simple computer vision edge detectors to automatically detect the weld seam edge on an image at the junction of two metals to be welded. However, these systems lack reliability and accuracy resulting in manual human verification of the detected edges. This paper presents a neural network architecture that automatically detects the weld seam edge between two metals with high accuracy. We augment this system with a pre-classifier that filters out anomalous workpieces (e.g., incorrect placement). Finally, we justify our design choices by evaluating against several existing deep network pipelines as well as proof through real-world use. We also describe in detail the process of deploying this system in a real-world shop floor including evaluation and monitoring. We make public a large, well-labeled laser seam dataset to perform deep learning-based edge detection in industrial settings.

Introduction
Welding is an essential process in the manufacturing industry. Commonly, welding is used for fusing two metals or repairing damaged metals. Laser welding is preferred over traditional methods, e.g., tungsten inert gas welding, metal inert gas welding, spot welding, etc., due to its many advantages. These are high precision, low heat-affected zones, high energy density, high welding speed, and low shape distortion. Furthermore, traditional welding methods fail when dealing with very narrow or small weld seams. Laser welding performs better in these cases given its non-contact nature. Thus, laser welding is a robust method widely used in automotive, shipping, aircraft and many other industries.

The accuracy of laser welding is highly dependent on the precise detection of the welding seam position between the two parts to be welded. With the widespread use of laser welding, harsh precision requirements with strict weld torch control led to a demand for high-precision weld seam detection technology.

Currently, classic vision algorithms, such as Hough edge detector (Wu et al. 2015), Canny edge detector (Lu, Pan, and Xia 2013), etc., are used to perform weld seam detection on images of the welding pieces. However, these lack the stringent tolerance required for industrial use (see Fig. 1). This leads to constant human intervention to verify and correct every detected edge. This process is both time and labor intensive as well as being detrimental to full automation. Furthermore, following long working hours performing this redundant task leads to deteriorated human judgment and thus low-quality edge detection. Also, different human workers offer different input leading to variation across different weld seams. To fully automate the welding process, an ML-based system is proposed to detect the weld seam to a high accuracy (in our case ±3 pixels or 0.069 mm) without the need for human verification or correction.

In this paper, we present a weld seam detection method using convolution neural networks (CNNs). The overall method comprises of two modules; edge classification and edge detection. Edge classification classifies a weld seam image as normal or abnormal based on the visual clarity of the edge. This module ensures that spurious images caused by misplacement of parts, blurring, machine errors, etc., are filtered out. The edge detection module utilises a modified U-Net (Ronneberger, Fischer, and Brox 2015) architecture that predicts a weld seam location based on a 1D edge mask. Our architecture is robust and achieves pixel-level precision without human intervention. Remarkably, we achieve a 91% accuracy on predicting weld seams within a ±1 pixel (0.023 mm) tolerance. Fig. 1 illustrates the importance of such fine-grained precision for the correct placement of welding material. Our model can be deployed in the laser welding machines used in the industry.

We manually label thousands of weld seam images to create a challenging real-world dataset that directly encapsulates an industrial computer vision problem. All data and code will be made publicly available.

Related Work
In early works, (Bastos et al. 1994) used ultrasonic sensors for detecting weld seams on metal parts. However, operating such sensors in an industrial environment is difficult as they require a stable non-interference state. Arc sensors detect weld seams well (Pan 2001), however narrow weld-
seams pose a problem.

For automatic seam detection, structured light methods based on optical triangulation are commonly used to detect the 3D position of joints with large grooves. Zou et al. (Zou and Chen 2018) projected a structured laser on the workpiece surface and extracted laser stripes from images (strongly disturbed by an arc) to calculate the 3D position of the seam. This was then used to control the motion of the welding torch in real-time. Li et al. (Li et al. 2017) proposed a robust automatic welding seam identification and tracking method by utilizing structured light vision, which can identify deformed laser stripes in a complex welding environment. The position of the welding seam is then found. Some companies have released commercial seam detection sensors based on such structured light methods (Zou and Chen 2018). Industrial products from companies such as Scansonic, Yaskawa, and SERVO-ROBOT are available for implementing structured light vision (Rout, Deepak, and Biswal 2019). For example, the i-CUBE from SERVO-ROBOT is an integrated sensor with a camera and laser projector. It is used to detect the weld seam and implement real-time welding control. The TH6D optical sensor from Scansonic uses multiple light beams to track the hem, and both seam position and gap dimensions are obtained after processing.

However, for narrow seams, the deformation of structured light stripes almost disappears, resulting in a weak detection system (Zeng et al. 2016). Researchers have proposed various methods to solve this problem. In (Xiong et al. 2009), an autonomous welding seam recognition algorithm finds a pair of parallel welding seams in a local area. Then, the remnant edge is sought using iterative edge detection and linking through a shift window constructed from the two endpoints of each edge. In (Micallef, Fang, and Dinham 2011; Pachidis and Lygouras 2007), median filters and smoothing techniques were proposed along with a binary conversion threshold to segment the image leaving only the weld seam visible. However, the weld seam in their experiments and both seam position and gap dimensions are obtained after processing.

Some seam detection algorithms use predefined regions of interest (ROI) (Zou and Zhou 2019). These are introduced to help focus on the weld seam. In (Dinham, Fang, and Zou 2011) a predefined ROI is located in the center of the image. Pixel intensities in a local window are then used to define a threshold for segmenting the weld seam from the background. Similarly, in (Ryberg et al. 2010) an ROI is centered in the image to ignore background artifacts. Although these methods require fewer resources and provide fast seam detection, they do not guarantee pixel-level accuracy.

**Methodology**

Our pipeline is developed for the automatic weld seam detection of a Trumpf TruLaserCell 3000/5000 laser welding machines. Two parts to be welded are placed in the machine in customized brackets. A camera unit with a light source then takes a full-size picture of these parts, see Fig. 2. This image encapsulates the weld seam visibly. A fixed region of interest (ROI) is then extracted from the image isolating the weld seam area by cropping out background containing shadows, glare, etc. The current method requires correction by a human in the loop for a successful welding process.

Instead, we process the ROI through our edge processing architecture which consists of two modules: an edge classification module $C$ and an edge detection module $D$ as shown in Fig. 3. Each module is a deep neural network that is trained separately. In the following subsections, we explain each of these in further detail.

**Edge Classification $C$**

The edge classification module is a simple binary classifier that classifies an edge as normal or abnormal, see Fig. 3 part (a). Input to this module is an $H \times W$ ROI image, and output is a label specifying either a 1 (normal) or 0 (abnormal) image. An edge is abnormal if the image lacks clarity or a

---

Figure 3: (a) Classification module for identification of normal or abnormal edge. If the edge is abnormal, an alert operator informs the worker to stop further processing the input image; otherwise, the second module is given a signal to operate. (b) Edge detection module, which is a modified U-Net architecture. $3 \times 3$ convolution in the second to last layer is replaced with $2 \times 2$ max-pooling layer to get 1D output. Input to both modules (a) and (b) is the $87 \times 43$ image. The final output of (b) is $1 \times W$, i.e., $1 \times 43$, where the boundary between 0s and 1s indicates an edge.

edge mask comprising of 1s and 0s. This modification from 2D to 1D simplifies the edge detection task since an edge within our domain is always a line with a vertical gradient. A pixel-wise binary cross-entropy loss $L_d(.)$ is used to train this architecture and is defined as:

$$
L_d = -\frac{1}{W} \sum_{i=1}^{W} y_i \log(p(y_i)) + (1 - y_i) \log(p(1 - y_i))
$$

The loss is calculated for each pixel, i.e., $W$ pixels. The edge detection module $\mathcal{D}$ is only operated on images which pass the classification module $\mathcal{C}$ filter. The output of $\mathcal{D}$ is a $Mask_i$ per input image $i$. This is formalised in equation 3.

$$
Mask_i = \begin{cases} 
\mathcal{D}(I_i), & \text{if } label_i = 1 \\
0, & \text{otherwise}
\end{cases}
$$

where $I_i$ is the $i^{th}$ input image, and $label_i$ is the normal/abnormal prediction, $label_i = C(I_i)$, of the corresponding $i^{th}$ input image.

**Experiments and Results**

**Dataset** We present the Laser Seam Detection (LSD) dataset, which consists of 37,952 real-world welding images of size $656 \times 494$, see fig. Fig. 4. Out of these, 700 images have weld seams that are visually unclear, and 100 images have seams already welded, as shown in Fig. 4. The already welded seams must be detected and flagged otherwise the worker may incorrectly place them back into the machine. We use the Computer Vision Annotation Tool (CVAT) (Sekachev et al. 2020), an open-source web-based image annotation tool, to manually label the optimum weld seam location. These are verified by professional welding engineers. We use the entire image to label the optimum
Figure 4: Examples of ‘clear’, ‘unclear’, and ‘welded’ images in the dataset. First row shows normal images with a clear edge, second represents spurious images where an edge is difficult to locate whereas last row has welded images.

weld seam. A complete picture during annotation allows for better visual inspection of the surroundings of the seam area, which helps to discover the optimum seam location within the ROI. The ROI is a fixed central segment of the image with size $87 \times 43$. In all our experiments, we only use the cropped ROI of size $87 \times 43$ and its corresponding binary edge mask of size $1 \times 43$ with 0s before the edge pixel and 1s after for training the network. We label the optimum seam location using a line tool aligned to the y-axis to ensure no diagonal seams are created. We further classify each seam as clear, unclear, welded, or non-welded. All images, along with corresponding labels, will be made publicly available.

**Evaluation Metric** We report the classification accuracy and confusion matrices for evaluating the classification module $C$ whereas the edge detection accuracy is reported for the edge detection module $D$. The edge detection accuracy value is computed given an error threshold of $\pm 1$, $\pm 2$ and $\pm 3$ pixel left or right deviation from the ground truth seam location. An error of under $\pm 3$ pixel satisfies industrial accuracy requirement.

**Edge Classification C Results**

We evaluate the classification module using four different popular CNN architectures, namely VGG-16, ResNet-18, LeNet, and AlexNet. A 5-fold cross-validation is performed for each model. Table 1 summarises the results. Two different classification tasks are evaluated; first is the classification of ‘clear’ vs. ‘unclear’ image labels and the second is ‘welded’ vs. ‘non-welded images’. The seam is clearly visible to the human eye on all ‘clear’ images (Fig. 4 first row), whereas it is barely visible on ‘unclear’ images (Fig. 4 mid row). Moreover, ‘clear’ images outnumber ‘unclear’ images. We, therefore, choose equal amounts of 700 of both classes to create a balanced dataset. A 90/10 % train/test split is used for training. Table 1 presents a compilation of the achieved results. Note that, ResNet-18 (He et al. 2015) performs best for this task. Under normal circumstances, the image should have an un-welded seam; however, a workpiece with an existing weld seam is occasionally present. We have 100 images with already welded seams. We create an equal dataset of 200 welded and non-welded images followed by a 80/20 % train/test split for training. Despite its simplicity, the best network for this task was surprisingly AlexNet (Krizhevsky, Sutskever, and Hinton 2012), with the highest accuracy as shown in Table 1.

We also display confusion matrices for both classification tasks in Fig. 5. For this industrial use case, false positives are required to be low since welded or unclear images should not be classified as non-welded or clear, respectively. These misclassifications can result in an incorrect seam being detected and potential damage to the welding machine. Our results clearly show that false positives are avoided to a high

<table>
<thead>
<tr>
<th>Model</th>
<th>Clear/ Unclear Accuracy(%)</th>
<th>Welded/ Non-Welded Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>97.1</td>
<td>93.0</td>
</tr>
<tr>
<td>ResNet-18</td>
<td><strong>97.8</strong></td>
<td>92.0</td>
</tr>
<tr>
<td>LeNet</td>
<td>95.4</td>
<td>87.5</td>
</tr>
<tr>
<td>AlexNet</td>
<td>96.1</td>
<td><strong>96.0</strong></td>
</tr>
</tbody>
</table>

Table 1: Classification Results: The classes are either welded vs. non-welded or clear vs. unclear. We test with several main stream neural networks for this task. Results are average of 5-fold cross-validation. Best results are in bold. The accuracy has been reported in percentage.
Table 2: Is U-Net the best architecture for edge detection? Edge detection accuracy in percentage with various deep architectures. Best results are in bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>±1 px Acc</th>
<th>±2 px Acc</th>
<th>±3 px Acc</th>
<th>Inference Time (sec)</th>
<th>Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG</td>
<td>86.7</td>
<td>96.1</td>
<td>99.2</td>
<td>0.0052</td>
<td>35.9M</td>
</tr>
<tr>
<td>ResNet</td>
<td>84.8</td>
<td>95.3</td>
<td>99.2</td>
<td>0.0087</td>
<td>11.3M</td>
</tr>
<tr>
<td>DenseNet</td>
<td>84.0</td>
<td>94.9</td>
<td>98.8</td>
<td>0.0326</td>
<td>7.04M</td>
</tr>
<tr>
<td>SegNet</td>
<td>88.3</td>
<td>96.5</td>
<td>98.6</td>
<td>0.0074</td>
<td>18.8M</td>
</tr>
<tr>
<td>ModSegNet</td>
<td>86.7</td>
<td>94.1</td>
<td>96.9</td>
<td>0.0080</td>
<td>18.9M</td>
</tr>
<tr>
<td>DenseASPP</td>
<td>84.0</td>
<td>94.5</td>
<td>98.8</td>
<td>0.0461</td>
<td>10.2M</td>
</tr>
<tr>
<td>FastFCN</td>
<td>88.9</td>
<td>97.7</td>
<td>99.2</td>
<td>0.0095</td>
<td>26.6M</td>
</tr>
<tr>
<td>OCR</td>
<td>83.6</td>
<td>95.7</td>
<td>99.2</td>
<td>0.0081</td>
<td>28.6M</td>
</tr>
<tr>
<td>DDRNet</td>
<td>82.8</td>
<td>95.3</td>
<td>98.4</td>
<td>0.0052</td>
<td>6.1M</td>
</tr>
<tr>
<td>Our modified U-Net</td>
<td>90.5</td>
<td>98.0</td>
<td>99.2</td>
<td>0.0068</td>
<td>17.3M</td>
</tr>
</tbody>
</table>

Table 3: Effectiveness of edge classification module: Edge detection accuracy in percentage with and without a pre-classifier. Best results are in bold.

<table>
<thead>
<tr>
<th>System</th>
<th>±1 px Acc</th>
<th>±2 px Acc</th>
<th>±3 px Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o C</td>
<td>90.5</td>
<td>98.0</td>
<td>99.2</td>
</tr>
<tr>
<td>w/C</td>
<td>91.7</td>
<td>98.8</td>
<td>99.4</td>
</tr>
</tbody>
</table>

degree, improving the efficiency of the following edge detection module.

**Edge Detection D Results**

We use a shuffled dataset with ‘clear’ and ‘unclear’ labeled images to train the edge detection module. Images with already welded edges are not included in training. We isolate 256 randomly selected images for the test set. For the training set, we experiment with increasing number of training images and select an empirically optimum number based on performance increase (see Fig. 6). We train for the same number of training iterations (1286) for each experiment. Fig. 6 confirms that training accuracy of the edge detection module plateaus around 1500 images. Therefore remaining experiments and comparisons are performed with 1500 training images while using the same test set with 256 images.

We compare our modified U-Net architecture with other popular models: VGG (Simonyan and Zisserman 2014), ResNet (He et al. 2015), DenseNet (Huang, Liu, and Weinberger 2016), SegNet (Badrinarayanan, Kendall, and Cipolla 2017), ModSegNet (Ganin, Srida, and Benoit-Cattin 2018), DenseASPP (Yang et al. 2018), FastFCN (Wu et al. 2019), OCR (Yang et al. 2018), FastFCN (Wu et al. 2019), OCR (Yuan, Chen, and Wang 2020), and DDRNet (Hong et al. 2021). The training configurations are kept constant, i.e., 1×W edge mask is set as ground truth, and pixel-wise binary cross-entropy loss is used to train each model. All models are trained for 30 epochs. Visual results of our model are shown in Fig. 7. It can be observed that our method predicts near-perfect edges every time.

Quantitative results, inference time, and model parameters are reported in Table 2. It can be seen that our modified U-Net performs superior compared to all other methods by a large margin. The architectures included have proven to be state of the art on various tasks. However, we notice that modified U-Net is a simple architecture yet performs better.

**Effect of Edge Classifier C on Edge Detector D**

For edge detection experiments, we use a test set with 256 images, some of which have unclear or welded images. We report that employing the classification module filters these as abnormal. The remaining test set is then used for edge detection. The results in Table 3 show that adding this filtering improves the edge detection results by about 1.2 % for ±1 pixel accuracy.

**Impact of Preprocessing**

We perform additional experiments by applying different image filters to the input image ROI, namely Gaussian filter (GF) and Binary Adaptive Thresholding (ABT) filter. These filters are concatenated as additional input channels for the training of the modified U-Net. We have experimented with four different input configurations. In the first configuration (ROI+GF), four channels are used as input where the ROI image is concatenated with a GF. Another configuration is four-channel (ROI+ABT) input with the ROI image concatenated with the ABT filter. Lastly, a five-channel (ROI+GF+ABT) input configuration is used consisting of the ROI image, GF, and ABT filter. All results are presented...
Figure 7: Qualitative Results: Images in the top row represent the input ROI. The second row represents the ROI with the ground truth (GT) edge labeled by CVAT, and the last row shows the edge detected by our modified U-Net architecture. Images have been arranged in increasing order of edge discernment difficulty.

<table>
<thead>
<tr>
<th>Input</th>
<th>±1 px Acc</th>
<th>±2 px Acc</th>
<th>±3 px Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI</td>
<td>90.5</td>
<td>98.0</td>
<td>99.2</td>
</tr>
<tr>
<td>ROI+GF</td>
<td>87.9</td>
<td>94.0</td>
<td>99.2</td>
</tr>
<tr>
<td>ROI+ABT</td>
<td>88.3</td>
<td>96.1</td>
<td>99.2</td>
</tr>
<tr>
<td>ROI+GF+ABT</td>
<td>87.2</td>
<td>96.5</td>
<td>98.0</td>
</tr>
</tbody>
</table>

Table 4: Ablations: Edge detection accuracy in percentage with different inputs. Best results are in bold.

in Table 4. We note that adding different image filters does not offer improvement rather degrades it. We assert that this is due to the metallic texture and light glare of the thread surface, which cause visual artifacts resembling vertical lines. These figments confuse the network to detect the true weld seam resulting in inferior performance.

Deployment
Our trained system has been deployed on a Linux-based server that is hosted on-site. Figure 8 shows the details of the entire deployment pipeline. The server runs a Kubernetes cluster which allows for our algorithm to be containerised using docker. The welding machine sends a query image, along with the ROI, to the server using a Rest API call. The docker container receives that image file, processes the image through the U-Net and outputs the optimum edge location. This location is sent back to the machine for welding. Within the server, we also host a monitoring system for a human operator to use in order to track the algorithm’s performance. Two main monitoring metrics are employed: data divergence and manual random testing. Data divergence consistently reports the KL-divergence between new data and training data. This is used to detect domain shift. Manual random testing includes a human operator who randomly checks the detected edges for accuracy. These systems ensure a safe and trustworthy deployment.

Application Use and Payoff
Our proposed system has been operating in parallel with the worker for over 6 months. The inference time per job is less than 200 ms which matches or surpasses the time taken by a worker. Currently this system has finished 55000 jobs. We also measured the data drift and found that the system does not suffer from data drift due to a controlled environment. Therefore no retraining has been needed so far. Given that such consistent performance maintains for a further 3 months, we expect to transition fully to the automated U-Net system and relieve the worker of this manual task.

Lessons Learned
GPU is not needed since we obtain good inference time on CPU alone. Another consideration is that labelling effort should be on a need base only since we manually labelled 8000 images which were clearly not needed as shown in Fig. 6. The use of a Kubernetes cluster model has helped in adopting ML-Ops best practices.

Conclusion
In this paper, we address the task of laser weld seam detection using a customized deep neural network architecture that automatically detects the weld seam between two metals. These metals have been processed by a lathe to a high precision. The system is augmented with a classification module that first classifies input images as normal or abnormal based on the visual clarity of the edge, i.e., whether the weld seam edge in an image is clear and detectable. Our method achieves superior weld seam detection results compared to the standard state-of-the-art deep network architectures. We empirically demonstrate that the proposed method is best suited for this task achieving pixel-level accuracy. We additionally report the amount of labeled data needed to solve similar problems in an industrial setting. We also contribute a unique real-world dataset, complete code, and pre-trained models to help further research in this area. Finally,
we present a detailed description of our deployment pipeline to bring this system successfully onto the shop floor. Our model’s high accuracy allows it to be deployed directly on laser welding machines, saving significant production time and cost.
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