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Abstract

Nowadays, AI-based techniques, such as deep neural networks (DNNs), are widely deployed in autonomous systems for complex mission requirements (e.g., motion planning in robotics). However, DNNs-based controllers are typically very complex, and it is very hard to formally verify their correctness, potentially causing severe risks for safety-critical autonomous systems. In this paper, we propose a construction scheme for a so-called Safe-visor architecture to sandbox DNNs-based controllers. Particularly, we consider the construction under a stochastic game framework to provide a system-level safety guarantee which is robust to noises and disturbances. A supervisor is built to check the control inputs provided by a DNNs-based controller and decide whether to accept them. Meanwhile, a safety advisor is running in parallel to provide fallback control inputs in case the DNNs-based controller is rejected. We demonstrate the proposed approaches on a quadrotor employing an unverified DNNs-based controller.

1 Introduction

Nowadays, deep neural networks (DNNs) are widely employed as one of the main components in autonomous systems for complex tasks, such as autonomous driving (Bojarski et al. 2016) and human-robot collaboration (El-Shamouty et al. 2020). In these systems, DNNs can serve as perception modules for sensing environments (Liu et al. 2020), as motion planners that provide setpoints for low-level controllers (Aradi 2020), or as low-level controllers that directly map raw sensor readings to control commands for actuators (Haarnoja et al. 2019). However, the behaviors of DNNs are sometimes unpredictable if the deployment settings differ from the training settings (Garcia and Fernández 2015; Huang et al. 2017), which potentially leads to disastrous consequences in safety-critical scenarios (Brunke et al. 2022; Kwiatkowska 2019). This issue motivated researchers to enter the realm of safe DNNs-enabled systems.

Recent results in (Li and Belta 2019; Lavaei et al. 2020; Kazemi and Soudjani 2020) consider exploiting safety specifications in the training procedure to provide probabilistic safety guarantee for DNNs-based controllers. Concretely, the desired safety specifications are encoded in the reward functions for training DNNs in reinforcement learning settings. However, these results are only applicable when reward functions are easy to be designed, while reward functions for some control tasks are difficult to be obtained (e.g., (Bryik et al. 2022)). Additionally, various progresses has been made for the verification of DNNs. Nevertheless, verifying DNNs is very challenging and it is an NP-complete problem (Katz et al. 2017). Concretely, the challenges are due to the non-linear activation functions which makes DNNs non-linear and non-convex (Ehlers 2017; Katz et al. 2017). Recent satisfiability modulo theory (SMT)-based approaches (Ehlers 2017; Katz et al. 2017, 2019) and mixed-integer linear program (MILP) optimizers-based approaches (Dutta et al. 2018) can be applied to check if adversarial perturbations over the inputs of the DNNs can change the decisions of the DNNs (Katz et al. 2017). However, these approaches are typically applied on linearized input sets for simple DNNs with a few layers and a few hundred neurons per layer (Ivanov et al. 2019). To reduce the complexities in verifying larger DNNs, (Elboher, Gottschlich, and Katz 2020; Prabhakar and Rahimi Afzal 2019) propose DNNs abstraction approaches, with which one can obtain formal guarantees for the original complex DNNs by verifying the simplified DNNs using existing verification tools (Katz et al. 2019; Tran et al. 2020). Unfortunately, it is still difficult to deploy these methods to verify complex DNNs with millions of parameters and complicated architectures.

Instead of verifying the correctness of DNNs, system-level correct-by-construction schemes (Clavière et al. 2021; Xiang et al. 2018) can be deployed to provide safety guarantees for DNNs-enabled systems regardless of the concrete design of the DNNs. In other words, verification of DNNs is not required under these schemes. For systems with discrete state and input sets, shields are proposed in (Humphrey et al. 2016; Alshiekh et al. 2018) to correct erroneous control inputs and enforce safety properties at runtime. As for enforcing safety invariance properties over systems with continuous state sets (i.e., systems are expected to stay within a fixed safety set), Simpex architecture (Sha 2001; Wang, Hovakimyan, and Sha 2013; Jagtap et al. 2020) allows the deployment of unverified controllers for linear control systems. Model predictive control (MPC)-based approaches are proposed in (Hewing et al. 2020; Wabersich and Zeilinger 2022; Kwiatkowska 2019). This issue motivated researchers to enter the realm of safe DNNs-enabled systems.
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construction scheme for a Safe-visor architecture under the framework of gDTSGs to sandbox DNNs-based controllers, and provide formal safety guarantees accordingly. Moreover, we demonstrate the effectiveness of the proposed results by controlling a quadrotor to track a ground vehicle by employing a DNNs-based agent. This agent is trained in simulation using deterministic policy gradient algorithm (DDPG) (Lillicrap et al. 2016) to provide setpoints for the low-level controllers of the quadrotor. Experiments in simulations and physical test-bed show that unsafe actions provided by the DNNs-based agent can be efficiently corrected using the proposed Safe-visor architecture. The technical appendix of this paper, as well as the code for synthesizing the Safe-visor architecture and training the DNNs-based agent in the case study, are provided in the GitHub repository: https://github.com/Bingzhuo-Zhong/Safe-visor-Stochastic-Game.

2 Preliminaries

2.1 Notations and Concepts

We denote by $\mathbb{R}$ and $\mathbb{N}$ the sets of real and natural numbers, respectively. They are annotated with subscripts to restrict them in a usual way, e.g., $\mathbb{R}_{\geq 0}$ denotes the set of non-negative real numbers. Given a matrix $M$, $M^T$ denotes the transpose of $M$. For $a, b \in \mathbb{R}$ (resp. $a, b \in \mathbb{N}$) with $a \leq b$, the closed, open and half-open intervals in $\mathbb{R}$ (resp. $\mathbb{N}$) are denoted by $[a, b)$, $(a, b)$, $[a, b]$ and $(a, b]$, respectively. Given $x \in \mathbb{R}^n$, $\|x\|$ denotes the Euclidean norm of $x$. Given a set $X$, $X^N$ denotes the Cartesian product among the countable infinite number of set $X$. Given sets $X, Y$, and their Cartesian product $X \times Y$, a relation $\mathcal{R} \subseteq X \times Y$ relates $x \in X$ with $y \in Y$ if $(x, y) \in \mathcal{R}$. Given functions $f : X \to Y$ and $g : Y \to Z$, we denote by $g \circ f : X \to Z$ the composition of $f$ and $g$. Throughout this paper, we assume that all sets are Borel sets and all functions are measurable. We refer the interested readers to the technical appendix for details of these concepts. Here, we prefer to not dive into these technical assumptions to make the paper more readable.

2.2 Problem Formulation

In this paper, we model the systems as general discrete-time stochastic games (gDTSG) to provide safety guarantees that are robust to noises and disturbances. As a key insight, the stochasticities in the gDTSG model noises. Disturbances are modeled by an adversarial player in the gDTSG with objectives that are ascribed to that of controller inputs. Following standard conventions, control and adversary inputs are referred to as Player I and Player II, respectively.

Definition 2.1 A gDTSG is a tuple $\mathcal{D} = (X, U, W, X_0, T, Y, h)$, where $X \subseteq \mathbb{R}^n$ is the state set; $U \subseteq \mathbb{R}^m$ and $W \subseteq \mathbb{R}^p$ are input sets of Player I and II, respectively; $X_0 \subseteq X$ is the set of initial states; $T : B(X) \times X \times U \times W \to [0, 1]$ is a conditional stochastic kernel, with which for any $x(k) \in X$, $u(k) \in U$, and $w(k) \in W$, and any set $\mathcal{Q} \subseteq X$, one has

$$
\mathbb{P}\{x(k+1) \in \mathcal{Q} \mid x(k), u(k), w(k)\} = 
\int_{\mathcal{Q}} T(dx(k+1)|x(k), u(k), w(k)), k \in \mathbb{N},
$$

Figure 1: Safe-visor architecture for sandboxing DNNs-based controllers. To apply this architecture, one specifies the minimal desired probability of satisfying the safety specification, denoted by $\eta$. At runtime, the supervisor checks the inputs from the DNNs-based controller and only accepts them when $\eta$ is respected. If the DNNs-based controller is rejected, the safety advisor provides an advisory control command, which maximizes the probability of satisfying the desired safety specification, to actuate the plant.

2018), with which a safety filter is constructed to correct erroneous control inputs provided by the learning-based controllers. Reachability analysis-based approaches are proposed in (Fisac et al. 2018; Ivanov et al. 2019), with which safety guarantees are provided by checking the intersection between the unsafe sets and reachable sets of the systems. Recent results in (Zhong, Zamani, and Caccamo 2019) further reduce the conservatism of the probabilistic safety guarantees provided in (Zhong, Zamani, and Caccamo 2021) further reduce the conservatism of the probabilistic safety guarantees provided in (Zhong, Zamani, and Caccamo 2019) and allow complex logical safety specifications modeled by deterministic finite automata (DFA) (Baier and Katoen 2008), which are widely used to specify properties in robotic applications; see (Maierhofer, Moosbrugger, and Althoff 2022; Yu and Dimarogonas 2022).

In this work, we draw inspiration from (Zhong et al. 2021) and propose an abstraction-based scheme for the construction of Safe-visor architecture to sandbox DNNs-based controllers. In particular, we focus on logical safety specifications characterized by DFAs, and we model the system as general discrete-time stochastic games (gDTSG), which cannot be handled by previous results in (Zhong et al. 2021). Note that gDTSG provides a general framework for modeling various types of systems, including discrete time stochastic control systems (Lavaei et al. 2022), stochastic switched systems (Lavaei, Soudjani, and Zamani 2020), and randomly switched control systems (Patrinos et al. 2014) affected by bounded disturbances. With these settings, we provide a system-level safety guarantee robust to those noises and disturbances that often affect the performance of DNNs in real-life applications. In particular, we propose a generic construction scheme for a Safe-visor architecture under the
where \( P\{x(k+1) \in Q \mid x(k), u(k), w(k)\} \) denotes the probability of \( x(k+1) \in Q \) given \( x(k), u(k), \) and \( w(k) \); \( Y \subseteq \mathbb{R}^q \) is the output set; and \( h: X \rightarrow Y \), with \( y = h(x) \), is the output function. Alternatively, the stochastic kernel \( T \) can be described by: \( x(k+1) = f(x(k), u(k), w(k), \zeta(k)) \), in which \( \zeta(k) \), with \( k \in \mathbb{N} \), being a sequence of independent and identically distributed (i.i.d.) random variables.

**Remark 2.2** To provide formal safety guarantees regardless of how Player II chooses adversarial inputs, we design a Safe-visor architecture over Player I considering that Player II will select its action after Player I at each time step and in a rational fashion against the choice of Player I. Note that such setting is common for robust control problems. Moreover, we consider that full state information of the gDTSG is available, and safety properties are defined over the output of the gDTSG.

In this paper, we focus on regular safety properties, denoted by \( \phi \), over a finite time horizon \( H \in \mathbb{N} \). Examples of this class of properties include those expressed by safe linear temporal logic formulae over finite traces (safe-LTL(\( F \)) (Saha et al. 2014), which are widely deployed to specify safety specifications for autonomous systems (Faruq et al. 2018). Throughout this paper, we refer to this class of properties by tuple \((\phi, H)\). As explained in (Baier and Katoen 2008), properties \((\phi, H)\) admit minimal bad prefixes (Kupferman and Vardi 2001, Section 2.2) (see also the technical appendix) recognized by deterministic finite automata (DFA) (Baier and Katoen 2008), as defined below.

**Definition 2.3** A DFA is a tuple \( \mathcal{A} = (Q, q_0, \Pi, T, Y) \), where \( Q \) is a finite set of states, \( q_0 \in Q \) is the initial state, \( \Pi \) is a finite set of alphabets, \( T : Q \times \Pi \rightarrow Q \) is a transition function, and \( Y \subseteq Q \) is a set of accepting states.

A finite word \( \sigma := (\sigma_0, \sigma_1, \ldots, \sigma_{k-1}) \in \Pi^k \) is accepted by \( \mathcal{A} \) if there exists a finite state run \( q := (q_0, q_1, \ldots, q_k) \in Q^{k+1} \) such that \( q_{z+1} = T(q_z, \sigma_z) \), \( \sigma_z \in \Pi \) for all \( 0 \leq z < k \), and \( q_k \in F \). The set of words accepted by \( \mathcal{A} \) is called the language of \( \mathcal{A} \) and denoted by \( L(\mathcal{A}) \). Next, we define a labeling function which connects a gDTSG to a DFA \( \mathcal{A} \).

**Definition 2.4** Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, T, Y, h) \), a safety property \((\phi, H)\) with its associated DFA \( \mathcal{A}=(Q, q_0, \Pi, T, Y) \), and a finite output sequence of \( \mathcal{D} \) defined as

\[
y_H := (y(0), y(1), \ldots, y(H)) \in Y^{H+1}, H \in \mathbb{N}.
\]

The trace of \( y_H \) over \( \Pi \) is \( \sigma = \hat{L}(y_H) = (\sigma_0, \ldots, \sigma_H) \), in which \( \sigma_k = L(y(k)) \) for all \( k \in [0, H] \), with labeling functions \( L : Y \rightarrow \Pi \) and \( \hat{L} : Y^N \rightarrow \Pi^N \). Moreover, one has \( y_H \) satisfies \( \phi \), denoted by \( y_H \models \phi \), if \( \hat{L}(y_H) \notin L(\mathcal{A}) \).

Intuitively, \( y_H \models \phi \) indicates that the accepting states of \( \mathcal{A} \) are not reached considering the trace of \( y_H \). Now, we formulate the main problem we aim to solve in this paper.

**Problem 2.5** Consider a gDTSG \( \mathcal{D} \) as in Definition 2.1, and a desired safety specification \((\phi, H)\). Given the minimal desired probability of satisfying \((\phi, H)\), denoted by \( \eta \), design a Safe-visor architecture as in Figure 1 (if existing) for Player I of \( \mathcal{D} \) such that inequality

\[
P\{y_H \models \phi \} \geq \eta,
\]

holds regardless of how Player II provides adversarial inputs, where \( P\{y_H \models \phi \} \) denotes the probability of \( y_H \) satisfying \( \phi \), with \( y_H \) as in (2.1).

### 3 Construction of Safe-visor Architecture

In general, the construction of a Safe-visor architecture includes offline computation of a safety advisor enforcing the desired safety specification, and online implementation of a supervisor that decides whether to accept inputs provided by the DNNs-based controllers. Here, we leverage the results in (Zhong et al. 2023, Section 5) to synthesize the safety advisor. Our main contribution is the construction of a supervisor associated with this safety advisor. To build the safety advisor and the supervisor, a finite abstraction of the original gDTSG is required.

**Building a finite abstraction.** Given a gDTSG \( \mathcal{D} \), we first construct its finite abstraction, denoted by \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \), following (Zhong et al. 2023, Section 4.1). Concretely, we first partition the continuous state and input sets of \( \mathcal{D} \) via finite numbers of bounded cells and select representative points for these cells to construct the finite state and input sets of \( \hat{\mathcal{D}} \). Then, we compute a matrix \( \tilde{T} \) to characterize the transitions among the finite states of \( \hat{\mathcal{D}} \). After \( \hat{\mathcal{D}} \) is constructed, one needs to check if there exists an \((\epsilon, \delta)\)-approximate probabilistic relations (Lavaei, Soudjani, and Zamani 2021) between \( \mathcal{D} \) and \( \hat{\mathcal{D}} \), as defined below.

**Definition 3.1** \((\epsilon, \delta)\)-approximate probabilistic relations

Consider a gDTSG \( \mathcal{D} = (X, U, W, X_0, H, \hat{Y}, \hat{h}) \) and its finite abstraction \( \hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, \hat{Y}, \hat{h}) \), with \( \hat{Y} \subseteq Y \). Then, \( \hat{\mathcal{D}} \) is \((\epsilon, \delta)\)-stochastically simulated by \( \mathcal{D} \), denoted by \( \hat{\mathcal{D}} \supseteq \mathcal{D} \), if there exist relations \( \hat{R} \subseteq \hat{X} \times \hat{X} \) and \( \hat{w} \subseteq W \) such that

- (Cond. 1) \( \forall (x, \hat{x}) \in \hat{R}, \|h(x) - \hat{h}(\hat{x})\| \leq \epsilon; \)
- (Cond. 2) \( \forall (x, \hat{x}) \in \hat{R}, \forall \nu \in \hat{U}, \exists w \in U \) such that \( \forall w \in W, \exists \hat{w} \in \hat{W} \) with \( (w, \hat{w}) \in \hat{R} \), such that \( (x^+, \hat{x}^+) \in \hat{R} \) holds with a probability of at least \( 1 - \delta \), in which \( (x, \hat{x}) \) and \( (x^+, \hat{x}^+) \) are the state pairs at time instants \( k + 1 \), respectively, with \( k \in \hat{N} \); and
- (Cond. 3) \( \forall x_0 \in X_0, \exists \hat{x}_0 \in \hat{X}_0 \) such that \( (x_0, \hat{x}_0) \in \hat{R} \).

Note that one can deploy existing results, such as (Zhong et al. 2023, Section 4) and (van Huijgevoort and Haesaert 2022), to check if the relation as in Definition 3.1 exists.

**Remark 3.2** Consider a controller \( \hat{\mathcal{C}} \) over \( \hat{\mathcal{D}} \). (Cond. 2) indicates that if an approximate probabilistic relation exists between \( \mathcal{D} \) and \( \hat{\mathcal{D}} \), then for any \( \nu \in \hat{U} \), and \( (x, \hat{x}) \in \hat{R} \), there exists a stochastic kernel \( \mathcal{L}_T((x^+, \hat{x}^+) | x, \hat{x}, \nu, w, \hat{w}) \) and an interface function \( u := \nu(x, \hat{x}, \nu) \in U \) such that if one refines \( \hat{\mathcal{C}} \) to \( \mathcal{D} \) with this function, one has \( \|y - \hat{y}\| \leq \epsilon \) with a probability of at least \( 1 - \delta \) at each time step. Note that such distance-based relation plays a crucial role to provide safety guarantees. As a key insight, \( y \) is controlled indirectly by controlling \( \hat{y} \) while keeping \( \hat{y} \) sufficiently close to \( \hat{y} \) with some probability.

**Construction of the safety advisor.** To construct the safety advisor, we first leverage Definition 3.3, which is
adopted from (Zhong et al. 2023), to synthesize a controller, denoted by $\hat{C}$, over $\mathcal{D}$.

**Definition 3.3** Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, Y, h)$, its finite abstraction $\hat{\mathcal{D}} = (\hat{X}, \hat{U}, \hat{W}, \hat{X}_0, \hat{T}, Y, h)$ with $\hat{\mathcal{D}} \subseteq \mathcal{D}$, and a safety property $(\phi, H)$ with its associated DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$. A controller $\hat{C} : \mathbb{N} \rightarrow \hat{U}$ is constructed s.t.

$$\hat{C}(H - n + 1) \in \arg \min_{u \in U} \max_{\omega \in W} \left( (1 - \delta) \sum_{x' \in X} V_{\pi,n}(x', \pi(x), q) \hat{T}(x' | x, \hat{u}, \hat{w}) + \delta \right),$$

(3.1)

in which $V_{\pi,n} : \hat{X} \times Q \rightarrow [0, 1]$ is a cost-to-go function initialized as $V_{\pi,n+1}(\hat{x}, q) := 1$ when $q \in F$, and $V_{\pi,n+1}(\hat{x}, q) := 0$ otherwise, and recursively computed as

$$V_{\pi,n+1}(\hat{x}, q) := \begin{cases} \min_{u \in U} \max_{\omega \in W} \left( (1 - \delta) \sum_{x' \in X} V_{\pi,n}(x', \pi(x), q) \right) \times \hat{T}(x' | \hat{x}, \hat{u}, \hat{w}) + \delta, & \text{if } q \notin F; \\ 1, & \text{if } q \in F, \end{cases}$$

(3.2)

in which $\pi(x', q) := \arg \max_{q' \in Q_x} \left( q' \in Q \mid \exists x \in X, q' = \tau(q, L \circ h(x)), \text{with } h(x) \in N_c(h(x')) \right)$, and $N_c(h) := \{ y \in Y \mid \| y - \hat{y} \| \leq \epsilon \}$.

Using controller $\hat{C}$, we build the safety advisor $C$ as in Figure 2. Here, the safety advisor utilizes an augmented state $(x, \hat{x}, q, \hat{u}, w)$, which contains states $x$, $\hat{x}$, and $q$ of $\mathcal{D}$, $\hat{\mathcal{D}}$, and $\mathcal{A}$, respectively, the control input $\hat{u}$ fed to $\hat{\mathcal{D}}$, and the adversary input $w$ from Player II of $\mathcal{D}$. The running mechanism of $C$ at each time step is summarized in Algorithm 1.

**Algorithm 1:** Running mechanism of the safety advisor.

**Input:** A gDTSG $\mathcal{D}$, a safety specification $(\phi, H)$ with its associated DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$, safety advisor $C$, with its associated augmented state $(x, \hat{x}, q, \hat{u}, w)$, and the current state $x(k)$ of $\mathcal{D}$.

**Output:** $u(k)$ for controlling $\mathcal{D}$.

1: if $k = 0$ then
2: Update $\hat{x}(k)$ such that $(x(k), \hat{x}(k)) \in \mathcal{R}$ (cf. (Cond. 3) of Definition 3.1).
3: else
4: Update $\hat{x}(k)$ according to $x(k)$, the stochastic kernel $\mathcal{L}_T$, and $w(k - 1)$ (cf. (Cond. 2) of Definition 3.1 and Remark 3.2).
5: end if
6: Update $q$ of $A$ as $q(k) = \tau(q(k - 1), L \circ h(x(k)))$.
7: Compute $u(k)$ by refining $\hat{u}_c$, which is offered by $\hat{C}$ based on $\hat{x}(k)$ and $q(k)$, to $\mathcal{D}$ with the interface function $\nu$ (cf. Figure 2).
8: Update $\hat{u}(k)$ as $\hat{u}(k) := \hat{u}_c$.
9: Update $u(k)$ after Player II has made decision.

Next, we discuss the design of the supervisor, which is the main contribution of this paper. Given a gDTSG $\mathcal{D}$ and a safety specification $(\phi, H)$ with its associated DFA $\mathcal{A}$, the design of the supervisor is depicted in Figure 3. Here, the supervisor consists of a augmented state and a decision maker. The augmented state of the supervisor, denoted by $(x, \hat{x}, q, \hat{u}, w)$, is the same as that of the safety advisor, and we simply say the augmented state of the Safe-visor architecture in the rest of this paper for the sake of brevity. At runtime, $x, \hat{x}, q, \hat{u}, w$ in the augmented state are updated as described in Algorithm 1. Meanwhile, different from step 8 of Algorithm 1, $\hat{u}$ here is updated as $\hat{u} := \hat{u}',$ in which $\hat{u}'$ is determined based on the decision of the supervisor (cf. Definition 3.5, either accepting or rejecting the DNNs-based controller). With the augmented state, the decision maker of the supervisor decides whether or not to accept the input from the DNNs-based controller at time instant $k$, denoted by $u_{\text{dnn}}(k)$, in the following way:

- **Step 1:** Assume that $u_{\text{dnn}}(k)$ is accepted. If the $(\epsilon, \delta)$-approximate probabilistic relation between $\mathcal{D}$ and $\hat{\mathcal{D}}$ does not hold any more, reject $u_{\text{dnn}}(k)$ without going through Step 2 and feed input from the safety advisor, denoted by $u_{\text{safe}}$, to $\hat{\mathcal{D}}$; proceed to Step 2, otherwise;
- **Step 2:** Estimate the probability of satisfying $(\phi, H)$, de-
noted by $\mathcal{E}_{pv}(k)$, assuming that $u_{\text{dual}}(k)$ is accepted. Accept $u_{\text{dual}}(k)$ if $\mathcal{E}_{pv}(k) \geq \eta$; otherwise, feed $u_{\text{safe}}$ to $\mathcal{D}$.

Step 1 aims at maintaining the $(\epsilon, \delta)$-approximate probabilistic relation between $\mathcal{D}$ and $\tilde{\mathcal{D}}$, which is crucial for providing safety guarantee (cf. Remark 3.2). One can check Step 1 with the following proposition.

**Proposition 3.4** Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, Y, h)$ and its finite abstraction $\tilde{\mathcal{D}} = (\tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, Y, h)$ with $\tilde{\mathcal{D}} \preceq_{\delta}^\epsilon \mathcal{D}$ with respect to the relation $\mathcal{R}$ and $\mathcal{R}_w$ as in Definition 3.1. If the set $U_f$ in (3.3) is not empty, then the $(\epsilon, \delta)$-approximate probabilistic relation can be maintained between $\mathcal{D}$ and $\tilde{\mathcal{D}}$ at the time instant $k + 1$ when $u_{\text{dual}}(k)$ is applied to $\tilde{\mathcal{D}}$ at the time instant $k$.

For the set $U_f$ defined in (3.3), $f$ and $\hat{f}$ are defined as in Definition 2.1, and $x(k) \in X$, $\hat{x}(k) \in \hat{X}$, $\zeta(k)$ and $\tilde{\zeta}(k)$ denote current states of $\mathcal{D}$ and $\tilde{\mathcal{D}}$, respectively. As a key insight, if $U_f \neq \emptyset$, then, by definition of $U_f$, there exists at least one $\hat{u} \in \hat{U}$ corresponding to $u_{\text{dual}}(k)$ such that $(x(k + 1), \hat{x}(k + 1)) \in \mathcal{R}$ holds with the probability of at least $1 - \delta$, indicating that the approximate probabilistic relation between $\mathcal{D}$ and $\tilde{\mathcal{D}}$ is maintained (cf. (Cond.2) of Definition 3.1). In general, checking the non-emptiness of $U_f$ depends on the concrete form of $f$. In Section 4, we show how to check whether $U_f$ is empty using Proposition 3.4 via a case study. With Proposition 3.4, we present the supervisor for Problem 2.5 as follows.

**Definition 3.5** Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, Y, h)$ and its finite abstraction $\tilde{\mathcal{D}} = (\tilde{X}, \tilde{U}, \tilde{W}, \tilde{X}_0, \tilde{T}, Y, h)$ with $\tilde{\mathcal{D}} \preceq_{\delta}^\epsilon \mathcal{D}$, a safety specification $(\phi, H)$ with its associated DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$, a labeling function $L : Y \rightarrow \Pi$ associated with $\mathcal{A}$ as in Definition 2.4, and $\eta$ to be the minimal desired probability of satisfying $(\phi, H)$. For all $k \in [0, H - 1]$, the validity of an input $u_{\text{dual}}(k)$ from the DNNs-based controller is checked as follows:

(i) Reject $u_{\text{dual}}(k)$ if $U_f$ as in (3.3) is empty;

(ii) If $U_f$ is not empty, compute $\mathcal{E}_{pv}(k)$ as

$$\mathcal{E}_{pv}(k) := C_1(k) C_2(k),$$

with $C_1(k)$ and $C_2(k)$ as in (3.4) and (3.5), respectively, $\nu_\tau, h_{-k_{-1}}$ and $\tilde{\nu}_s$ as in Definition 3.3,

$$\hat{u}^* := \arg \min_{\hat{u} \in U_f} \mathcal{E}_{pv}(k),$$

and $\tilde{X}_{-\delta}(c(q - 1)) := \{ \hat{x} \in \hat{X} | \forall x \in X, \tau(q(z - 1), L_0 h(x)) \notin F, h(x) \in N_\epsilon(h(\hat{x})) \}$, in which $N_\epsilon(h(\hat{x}))$ is as in Definition 3.3. If $\mathcal{E}_{pv}(k) \geq \eta$, the supervisor accepts $u_{\text{dual}}(k)$ and update the augmented state with $\hat{u} := \hat{u}^*$ (cf. Figure 3), with $\tilde{u}^*$ being computed as in (3.7); otherwise, it rejects $u_{\text{dual}}(k)$ and set $\tilde{u} := \tilde{u}_c$ with $\tilde{u}_c$ provided by the safety advisor (cf. Algorithm 1).

By leveraging the supervisor in Definition 3.5, we propose the main result of this paper.

**Theorem 3.6** Consider a gDTSG $\mathcal{D} = (X, U, W, X_0, Y, h)$ and a safety specification $(\phi, H)$. By leveraging the supervisor in Definition 3.5 at all time $k \in [0, H - 1]$ in the Safevisor architecture for Player I of $\mathcal{D}$, one has

$$P\{y_{H} \models \phi \} \geq \eta,$$

regardless of how Player II provides adversarial inputs, with $y_{H}$ being output sequences of $\mathcal{D}$ as in (2.1).

Detailed proofs of Theorem 3.6 are provided in the technical appendix, and we are providing here a sketch of proof.

**Sketch of Proof of Theorem 3.6** Consider a DFA $\mathcal{A} = (Q, q_0, \Pi, \tau, F)$ associated with $(\phi, H)$.

- $C_1(k)$ denotes the minimal probability of $F$ not being reached (i.e., $y_{H} \models \phi$) over the time horizon $[0, k]$, while one has $(x(z), \hat{x}(z)) \in \mathcal{R}, \forall z \in [0, k]$.

- Considering the definition of $X_{-\delta}(q(z - 1))$ as in Definition 3.5, one can verify $\mathcal{E}_{pv}(k) \geq \eta$, when $\hat{x}(z) \in X_{-\delta}(q(z - 1))$, one can ensure that $F$ is not reached at the time $z$ by ensuring $(\hat{x}(z), \tilde{x}(z)) \in \mathcal{R}$. Hence, given $\hat{x}(z - 1), \tilde{x}(z - 1)$, and $q(z - 1)$,

$$\mathcal{C}'(z) := \min_{\hat{u} \in U_f, \hat{u} \in U_f} \left[ T(\hat{x}(z - 1), \tilde{u}(z - 1), \hat{w}), \right]$$

denotes the minimal probability of $F$ not being reached at time $z$ while $(x(z), \hat{x}(z)) \in \mathcal{R}$ holds still.

- $C_2(k)$ is the probability of $F$ not being reached over the time horizon $[k + 1, H]$, while (i) $(x(k + 1), \hat{x}(k + 1)) \in \mathcal{R}$ holds, given $\hat{x}(k), q(k)$, and $\tilde{u}(k) = \hat{u}^*$; (ii) $\mathcal{D}$ is controlled by the safety advisor within $[k + 1, H]$.

Hence, $C_1(k) C_2(k)$ denotes the lower bound on the probability of $F$ not being reached over $[0, H]$. Since (3.7) ensures that all $\hat{u}$ which maintains the $(\epsilon, \delta)$-approximate probabilistic relation between $\mathcal{D}$ and $\tilde{\mathcal{D}}$ would not result in $\mathcal{E}_{pv} < \eta$. By accepting $u_{\text{dual}}(k)$ at each time instant $k$ where $C_1(k) C_2(k) \geq \eta$ holds, one can ensure that (3.8) holds.

**Remark 3.7** By leveraging the results in (Zhang et al. 2023, Corollary 5.12), one can obtain an upper bound on $P\{y_{H} \models \phi \}$, denoted by $v \in [0, 1]$, when the system starts from the initial state set $X_0$ and the safety advisor is applied over the whole time horizon $[0, H]$. Accordingly, (3.8) is achievable whenever $\eta \geq v$.

Finally, we summarized in Algorithm 2 the running mechanism of the proposed Safevisor architecture at each time step $k$. Moreover, we should add that the number of operations required for computing $\mathcal{E}_{pv}(k)$ in (3.6) is proportional to cardinality of sets $X, W$, and $U_f$. Concretely,

- $C_1(k)$: One can verify that $C_1(k) = C_1(k - 1) C'(k)$, with $C'(k)$ as in (3.9). Since $C_1(k - 1)$ has already been computed at time step $k - 1$, one only needs $C'(k)$ to obtain $C_1(k)$ at time $k$. On the other hand, $\forall q \in Q$, set $X_{-\delta}(q)$ can be computed offline, and $\hat{T}$ is readily computed when constructing the finite abstraction of the original gDTSG. Hence, the number of operations required for computing $C_1(k)$ at time instant $k$ is proportional to the cardinality of the set $X_{-\delta}(q(k - 1))$ and $W$.  
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\[
U_f := \left\{ \tilde{u} \mid \forall (w, \tilde{w}) \in \mathcal{R}_w, P\left( (x', \tilde{x}') \in \mathcal{D} \right) \geq 1 - \delta \text{ holds, with } x' = f(x(k), u_{dnn}(k), w, \zeta(k)), \tilde{x}' = \hat{f}(\hat{x}(k), \tilde{u}, \tilde{w}, \tilde{\zeta}(k)) \right\},
\]

\[
C_1(k) := \prod_{z=1}^{k} \left( 1 - \delta - \min_{\omega \in \mathcal{W}} \sum_{\tilde{x} \in \mathcal{X}_z^{\omega}(q(z-1))} \hat{T}(\tilde{x} \mid \hat{x}(z-1), \tilde{u}(z-1), \tilde{w}) \right),
\]

\[
C_2(k) := (1 - \delta) \left( 1 - \max_{\omega \in \mathcal{W}} \sum_{\tilde{x} \in \mathcal{X}} \mathcal{V}_{\mathcal{Y}, H-k-1}(\tilde{x}, \tilde{q}(k), q(k))) \hat{T}(\tilde{x} \mid \hat{x}(k), \tilde{u}^*, \tilde{w}) \right),
\]

Algorithm 2: Running mechanism of the Safe-visor.

**Input:** A gDTSG $\mathcal{D}$, specification $(\varphi, H)$ with its associated DFA $\mathcal{A}$, safety advisor $C$ as in Figure 2, supervisor as in Definition 3.5, and $u_{dnn}(k)$ from the DNNs-based controller

**Output:** $u(k)$ for controlling $\mathcal{D}$

1. Compute $C_1(k)$ as in (3.4).
2. Update $x(k), \hat{x}(k)$, and $q(k)$ in the augmented state as in Algorithm 1.
3. Decide whether to accept $u_{dnn}(k)$.
4. if $u_{dnn}(k)$ is accepted then
   5. Set $u(k) = u_{dnn}(k)$ and update $\hat{u}(k)$ in the augmented state as $\hat{u}(k) = \hat{u}^*$ with (3.7).
5. else
   6. Obtain $u_{safe}(k)$ and $\hat{u}_c(k)$ from the safety advisor, set
   7. $u(k) = u_{safe}(k)$, and update $\hat{u}(k)$ in the augmented state as $\hat{u}(k) = \hat{u}_c(k)$.
8. end if
9. Update $w(k)$ in the augmented state based on the decision of Player II.

- $C_2(k)$: Since $\mathcal{V}_{\mathcal{Y}, H-k-1}$ and $\hat{T}$ have already been computed when synthesizing the safety advisor, the number of operations required for computing $C_2(k)$ is proportional to the number of elements in sets $\mathcal{X}, \mathcal{W}$, and $U_f$.

The real-time applicability of the Safe-visor architecture will be shown in Section 4 via a case study (cf. Table 1).

### 4 Case Studies

To showcase the proposed construction scheme, we consider a case study of a quadrotor tracking a ground vehicle on $N$ and $E$ axes through the testing module. The physical test-bed includes: 1) a quadrotor as in Figure 4 (right); 2) Vicon motion capture system for capturing the position and velocity of the quadrotor at runtime; and 3) a ground control station (GCS) with Ubuntu 20.04 (Intel Core i9-10900K CPU (3.7 GHz) and 32 GB of RAM). The simulations are performed via MATLAB 2019b on the GCS. In the experiment on the physical test-bed, the safety advisor, the supervisor, and the DNNs-based controller are running on the GCS. Based on the decision of the supervisor, the GCS sends desired accelerations (i.e. the control input, cf. (4)) to the quadrotor at runtime.

![Figure 4: Case study for controlling a quadrotor tracking a ground vehicle.](image1)

![Figure 5: Left: DFA $\mathcal{A}_E$, with accepting state $q_1$, alphabet $\Pi = \{p_1, p_2\}$, and labeling function $L : Y \rightarrow \Pi$ with $L(y) = p_1$ when $y \in [-0.5, 0.5]$, and $L(y) = p_2$ when $y \in (-\infty, -0.5) \cup (0.5, +\infty)$. Right: DFA $\mathcal{A}_N$, with accepting state $q_4$, alphabet $\Pi = \{p_1, p_2, p_3, p_4, p_5\}$, and labeling function $L : Y \rightarrow \Pi$ with $L(y) = p_1$ when $y \in [-0.3, 0.3]$, $L(y) = p_2$ when $y \in [-0.4, -0.3) \cup (0.3, 0.4]$, $L(y) = p_3$ when $y \in [-0.45, -0.4) \cup (0.4, 0.45]$, $L(y) = p_4$ when $y \in [-0.5, -0.45) \cup (0.45, 0.5]$, and $L(y) = p_5$ when $y \in (-\infty, -0.5) \cup (0.5, +\infty)$.](image2)

**Modeling and safety specifications:** By employing the feedback linearization technique in (Ghaffari 2021), the relative motion between the quadrotor and the ground vehicle on $N$ and $E$ axes (see Figure 4 (left)) can be modeled as:

\[
\begin{align*}
    x_{i}(k+1) &= Ax_{i}(k) + Bu_{i}(k) + Dw_{i}(k) + R_{i}(k), \\
    y_{i}(k) &= Cx_{i}(k),
\end{align*}
\]

where $A = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix}$, $B = [\Delta x^2; \Delta t^2]$, $D = -B$, and $C = [1; 0]^T$, with $\Delta t = 0.1s$ being the sampling time, and $R = \begin{bmatrix} 0.001^2 & 0 \\ 0 & 0.005^2 \end{bmatrix}$ being obtained through experimental trials on our physical test-bed. Here, for $i \in \{N, E\}$,

$x_{i}(k) := [x_{iN}(k); x_{iE}(k)]$ with $x_{iN}(k)$ and $v_{iN}(k)$ being the relative position and relative velocity between the quadrotor and the vehicle on $i$ axis, respectively; $u_{i}(k) \in [-2.5, 2.5]$ (m/s$^2$) denotes the acceleration of the quadrotor on $i$ axis as the control input; $v_{i}(k) \in [-0.6, 0.6]$ (m/s$^2$) denotes the acceleration of the vehicle on $i$ axis as the adversary input; $z_i(k)$ is a standard Gaussian random variable; and $y_i(k)$ is the
output. Within 1 min (time horizon $H = 600$), the following safety specifications are desired: (1) $(\phi_E, H)$: $y_E$ should be within $[-0.5, 0.5]$ (m); (2) $(\phi_N, H)$: $y_N$ should be within $[-0.5, 0.5]$ (m); additionally, if $y_N$ reaches $[-0.3, 0.3]$ (m) at any time instant $k$, then $y_N$ should be within $[-0.4, 0.4]$ (m) at time instant $k + 1$ and within $[-0.45, 0.45]$ (m) at time instant $k + 2$, instead of $[-0.5, 0.5]$ (m). Their associated DFAs $A_E$ and $A_N$ are shown in Figure 5. Next, we design the Safe-visor architecture with respect to $(\phi_E, H)$ and $(\phi_N, H)$, denoted by $sva_E$ and $sva_N$, respectively.

Construction of Safe-visor architecture: To construct the safety advisor as introduced in Section 3, we first build the finite abstraction of the model as in (4.1) by selecting $X = [-0.5, 0.5] \times [-0.4, 0.4]$ and partition it uniformly with grid cells whose sizes are $(0.02, 0.02)$. Then, we uniformly divide the input set $[-2.5, 2.5]$ for the quadrotor and the input set $[-0.6, 0.6]$ for the ground vehicle with 25 and 12 cells, respectively. As a result, we get a finite gDTSG with 201 states (denoted by $\hat{X}$), 25 control inputs for Player I (denoted by $\hat{U}$), and 12 adversarial inputs for Player II (denoted by $\hat{W}$). By employing the results in (Zhong et al. 2023, Section 4.3), the finite abstraction is $(\varepsilon, \delta)$-stochastically simulated by the original model with respect to the relation $\mathcal{R} := \{(x, \hat{x}) \mid (x - \hat{x})^T M (x - \hat{x}) \leq \varepsilon^2\}$, and $\mathcal{R}_w := \{(w, \hat{w}) \mid (w - \hat{w})^T (w - \hat{w}) \leq \varepsilon^2\}$, with $\delta = 0$, $\varepsilon = 0.0674$, $\tilde{\varepsilon} = 0.05$, $M = \begin{bmatrix} 0.463 & 0.1757 \\ 0.1757 & 0.6666 \end{bmatrix}$, and a interface function $u := K(x - \hat{x}) + \hat{u}$ where $K = [-16.66; -4.83]$ (cf. Figure 2), and $\hat{U} := \{\hat{u} \in \hat{U} \mid \|\hat{u}\| \leq 0.12\}$ is used to build the safety advisor. Having the finite abstraction and the approximate probabilistic relation, we synthesize the safety advisors for $sva_E$ and $sva_N$ as discussed in Section 3. The total offline computation time for $sva_E$ and $sva_N$ are approximately 1.2 hours and 5.2 hours, respectively.

After the safety advisors are constructed offline, we implement the supervisors leveraging the results in Theorem 3.6, for which checking the non-emptiness of the set $U_f$ in (3.3) at runtime is necessary (cf. Proposition 3.4). Consider the current state $x(k)$ of the original system, $\hat{x}(k)$ in the current state of the Safe-visor architecture, and input $u_{don}(k)$ provided by the DNNs-based controller. The set $U_f$ is not empty if there exists $\hat{u} \in \hat{U}$ such that

$$\|A\hat{x}(k) + Bu_{don}(k) + Dw(k) + R\hat{z}(k) - (A\hat{x}(k) + B\hat{u} + D\hat{w}(k) + R\hat{z}(k))\|_M \leq \varepsilon,$$

holds for all $\varepsilon \in \mathbb{R}^2$, with $\|\hat{x}\|_M := \sqrt{\hat{x}^T M \hat{x}}$. By setting $\hat{z}(k) = \hat{z}(k)$, (4.2) holds if one has $\|\hat{w} - B\hat{u}\|_M \leq \varepsilon - \gamma$, with $\varphi := A(x(k) - \hat{x}(k)) + Bu_{don}(k)$ and $\gamma := \max_{y_E \in \Delta} \|\phi_E - B\hat{u}\|_M + \max_{(w, \hat{w}) \in \mathcal{R}_w} \|D(w - \hat{w})\|_M = 0.0152$, where $\Delta$ is the set of all possible quantization errors introduced by discretization of the original state set. Since $\varphi$ can readily be computed at runtime, one can find out if there exists $\hat{u} \in \hat{U}$ such that (4.2) holds efficiently.

Experiments and results In the experiments, we consider using a DNNs-based agent to control the quadrotor to track the vehicle. The agent is trained as a setpoints provider for low-level position controller, as depicted in Figure 6, with $K = [1.4781; 1.7309]'$. The agent takes the current positions and velocities of the quadrotor and the ground vehicle as inputs, and provides the position and velocity setpoints for the quadrotor. We leverage DDPG algorithm (Lillicrap et al. 2016) to train the agent in simulation, in which the vehicle follows random trajectories. Here, we refer the readers to the technical appendix for more training details.

In both simulation and the experiment on the test-bed, the ground vehicle follows a clover trajectory, and we initialize the system with $x_E = x_N = [0; 0]$ and set the minimal desired probability of satisfaction for $sva_E$ and $sva_N$ as $\eta_E = \eta_N = 0.99$. The results of the simulation and the experiment on the physical test-bed are summarized in Table 1. The simulation results show that the desired lower bound of safety probability specified by $\eta_E$ and $\eta_N$ are respected, while more than 90% of the inputs from the DNNs-based controllers are accepted. Although the quadrotor tracks the vehicle very well in the simulation without actually violating the safety specification, as marked red in the Figure 7 (Left), the architecture rejects some potential risky actions due to the robustness settings as in Remark 2.2. Notably, as shown in Figure 7 (Right), the DNNs-based controller behaves worse on the physical test-bed and the safety specifications are violated when the Safe-visor architecture is not deployed (see the bottom part of Figure 8, in which $y_{N_r}$ left the region $[-0.5, 0.5]$), which might be attributed to the mismatch between the model that is used for training and the physical system. For instance, the environmental noises and disturbances are not considered in simulation training.

---

1The computation of the cost-to-go function $\mathcal{V}_{x, n+1}(\hat{x}, q)$ in (3.2) for different $(\hat{x}, q) \in \hat{X} \times Q$ are independent from each other. Therefore, the computation can be done in a parallel fashion, which is not implemented in the current code.

2It is challenging to design adversarial strategies for the ground vehicle as in Remark 2.2, while the probabilistic guarantees provided are valid regardless of how the ground vehicle select inputs.
### Table 1: Results of simulation and experiment on the physical test-bed, where \( P_s \) denotes the percentage of the outputs satisfying the desired safety properties; acceptance rate is the percentage of inputs from the DNNs-based controller being accepted among different runs; \( T_{avg} \) and \( T_\sigma \) are the average and the standard deviation of the execution time, respectively.

<table>
<thead>
<tr>
<th>Safety specifications</th>
<th>( P_s ) (with Safe-visor)</th>
<th>Acceptance rate</th>
<th>( P_s ) (without Safe-visor)</th>
<th>( T_{avg} ) (ms)</th>
<th>( T_\sigma ) (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (\phi_E, H) ) (Simulation)</td>
<td>100%</td>
<td>92.75%</td>
<td>100%</td>
<td>3.0790</td>
<td>1.3873</td>
</tr>
<tr>
<td>( (\phi_N, H) ) (Simulation)</td>
<td>100%</td>
<td>92.40%</td>
<td>0%</td>
<td>3.3238</td>
<td>1.3415</td>
</tr>
<tr>
<td>( (\phi_E, H) ) (Test-bed)</td>
<td>100%</td>
<td>2.50%</td>
<td>0%</td>
<td>4.2301</td>
<td>2.1056</td>
</tr>
<tr>
<td>( (\phi_N, H) ) (Test-bed)</td>
<td>100%</td>
<td>8.00%</td>
<td>0%</td>
<td>3.3957</td>
<td>2.7630</td>
</tr>
</tbody>
</table>

Figure 8: Evolution of \( y_E \) and \( y_N \) with and without using the Safe-visor architecture.

as it requires robust training strategies, causing difficulties in convergence. Meanwhile, by leveraging the Safe-visor architecture, the desired safety specifications are enforced, while the DNNs-based controller can still be employed.

### 5 Conclusions

In this paper, we proposed, for the first time, the construction of a Safe-visor architecture for sandboxing DNNs-based controllers in stochastic games with continuous state and input sets. This architecture consists of 1) a supervisor that checks the inputs provided by the DNNs-based controller and rejects them whenever they endanger the overall safety of the systems; 2) a safety advisor that provides inputs maximizing the probability of satisfying the desired safety specifications if the DNNs-based controller is rejected. Both components are built using abstraction-based approaches, and formal safety guarantees are provided based on the approximate probabilistic relation between the original game and its finite abstraction. The compromise between safety and functionality is achieved by setting a minimal desired probability of satisfying the safety specification. Finally, the effectiveness of our results is demonstrated via simulations and experiments on a physical test-bed for a quadrotor.
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