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Abstract

Neural networks have complex structures, and thus it is hard to understand their inner workings and ensure correctness. To understand and debug convolutional neural networks (CNNs), we propose techniques for testing the channels of CNNs. We design FtGAN, an extension to GAN, that can generate test data with varying the intensity (i.e., sum of the neurons) of a channel of a target CNN. We also proposed a channel selection algorithm to find representative channels for testing. To efficiently inspect the target CNN’s inference computations, we define unexpectedness score, which estimates how similar the inference computation of the test data is to that of the training data. We evaluated FtGAN with five public datasets and showed that our techniques successfully identify defective channels in five different CNN models.

1 Introduction

Deep neural networks (DNNs) are used in many application domains. As more DNN models are deployed, it becomes more important to ensure that they function correctly and reliably. However, due to their complexity, it is difficult to analytically verify the correctness of DNNs (Katz et al. 2017).

To practically test neural networks, test input generation has been studied. Most well-known is adversarial example generation that finds minimal perturbation to input to deceive a target neural network (Goodfellow, Shlens, and Szegedy 2014). The perturbed input, i.e. adversarial examples, may be used to assess the robustness of DNNs for adversarial attack. While the techniques are effective in finding adversarial examples, they focus on low-level neuron operations and do not examine, for example, the interactions of the feature maps in convolutional neural networks (CNNs).

Testing is a widely studied topic in software engineering. Many techniques have been developed to test the correctness of software systems. For example, test input generation explores the ranges of certain variables such as array indices and find the inputs to induce buffer overflow (Haller et al. 2013; Xie, Chou, and Engler 2003). Also, a common technique in software testing is to check for inconsistencies in parts of larger systems (Engler et al. 2001). Researchers discovered that implicit invariants exist for certain functions or modules, and their violations often result in invalid system states (Ernst et al. 2007; Martin, Livshits, and Lam 2005).

In this paper, we employ these testing strategies in software engineering for neural networks. In particular, we propose channel-wise testing of CNNs, which is a test generation technique for convolutional neural networks. The channels in CNNs are, to some extent, similar to the functions and modules in software; they both are logical units of larger systems. As with unit testing in software engineering, testing individual channels in a modular manner helps to debug and understand neural networks. We generate test data to separately examine the behavior of individual channels and check for their (in)consistencies. With this consistency information, we rank the test data and report (potentially) defect-inducing inputs and the corresponding channels.

With channel-wise testing, we aim to find defects in CNNs (i.e., unintended inference outcome) that are caused by channels having deviant behavior in high or low activation levels. To this end, we designed FtGAN, an extension to GAN that tests the channels of target CNNs. FtGAN is trained, in an unsupervised manner, to find the latent variables that are correlated with the CNNs’ channels. Using FtGAN, we gradually vary the latent variables in the generated test data, which then affects the correlated channels in the tested CNNs. To identify inconsistent behavior of the channels with generated test data (compared to that with training data), we define unexpectedness score that compares the inference computations and estimates their inconsistency.

This paper proposes channel-wise testing of CNNs. Our contributions are threefold: 1) we designed FtGAN to test selected channels of CNNs (Section 3), 2) we developed channel selection algorithm to find representative channels for testing (Section 4), and 3) we identify defect-inducing test data with unexpectedness score, which uses channel correlations to estimate inconsistencies in the inference computation (Section 5). Our evaluation shows that FtGAN helps to find real and synthetic defects in neural networks.

2 Related Work and Motivation

We describe existing studies that are closely relevant to our work, that is, adversarial attacks, semantic image transformations, and coverage-guided testings. Then we discuss our preliminary experiments that motivated this study.
Adversarial Attacks. Neural networks are known to be susceptible to imperceptible perturbations. Deceiving neural networks by exploiting this property is referred to as adversarial attack (Szegedy et al. 2013). Techniques for adversarial attack have been extensively studied (Carlini and Wagner 2017; Madry et al. 2017; Moosavi-Dezfooli, Fawzi, and Frossard 2016). However, these techniques search only in raw pixel space to find adversarial examples, and they cannot handle certain realistic variations of attributes, such as light conditions (Qiu et al. 2019). Recently, adversarial attack techniques with distance metrics other than $L_p$ norm are studied (Kang et al. 2019; Xiao et al. 2018).

Semantic Image Transformation. To further explore diverse attacks on neural networks, techniques based on semantic image transformations are studied (Bhattad et al. 2019; He et al. 2019; Joshi et al. 2019; Qiu et al. 2019). Particularly, studies based on deep generative models are extensively conducted. For example, Bhattad et al. make use of texture transfer models to attack neural networks. For more general semantic adversarial attack, attribute-conditioned image editing models are exploited (Dorta et al. 2020; He et al. 2019; Wu et al. 2019; Xu et al. 2020). Joshi et al. leveraged an attribute-editing GAN to search over the range of attributes to generate adversarial examples; Wu et al. proposed ReGAN that progressively modifies attributes with its relative attributes. While these techniques effectively generate semantic adversarial examples, they require manual annotation of attributes, which is costly.

Coverage-Guided Neural Network Testing. In software engineering, test coverage metrics, such as path coverage, measure the fraction of code that is exercised by a test suite; it also assesses the quality of test suites. Similar metrics are recently proposed for neural networks (Gerasimou et al. 2019; Odena et al. 2019; Pei et al. 2017; Madry et al. 2017; Moosavi-Dezfooli, Fawzi, and Frossard 2016). However, these techniques search only in raw pixel space to find adversarial examples, and they cannot handle certain realistic variations of attributes, such as light conditions (Qiu et al. 2019). Recently, adversarial attack techniques with distance metrics other than $L_p$ norm are studied (Kang et al. 2019; Xiao et al. 2018).

Motivating Channel-Wise Testing. Odena et al. applied coverage-guided testing for neural networks (2019). Their technique, i.e. TensorFuzz, generates a corpus of test inputs to find the inputs that violate certain domain properties. For an efficient search over the input space, TensorFuzz records the internal states (i.e., activation vectors) of the neural network and creates the corpus consisting of dissimilar test inputs. They show that TensorFuzz can find error-inducing test inputs for fault-injected models and real-world ones.

TensorFuzz shows that coverage-guided test generation is helpful for debugging and understanding neural networks. While it employs internal neuron activations for the coverage metric, we considered higher-level metrics may be also useful. Specifically we conjectured that CNNs’ trained features (i.e. channels of hidden layers) are well-suited for the coverage metric as they are activated in various degrees of intensities for different inputs, where intensity denotes the sum of the channel’s neuron values. Moreover, trained features are higher-level measure than the neuron activations and thus testing with feature intensities may give different perspective in understanding neural networks.

Our preliminary experiments showed that TensorFuzz cannot test the diverse channels of CNNs. The details are discussed in Section 7.4 but TensorFuzz covers less than 35% of all features in tested CNNs; majority of the features are not well tested. When we systematically test them, it uncover hidden issues in tested CNNs. Consider the data corruption problem (Jagielski et al. 2018) that may cause defects vulnerable to input distribution shift. Specifically, in a face identification task, assume that the training data is corrupted such that faces with a certain attribute (e.g. green hair) are all identified as a same person. Again the details are in Section 7.2 but FtGAN successfully revealed the problem by identifying the channel that is correlated to the attribute and generating defect-inducing test data. In contrast, TensorFuzz is based on randomized fuzzing, and its noise-augmented test data does not help to find the problem.

3 Taming GAN for Testing CNN’s Channels

3.1 Introducing FtGAN

GAN-based techniques have been studied to generate realistic test input for neural networks (Bhattad et al. 2019; Joshi et al. 2019). We also make use of GAN and propose FtGAN for testing CNN’s channels. In particular, we use GAN’s capability to learn latent variables in the training data and generate images with varying the latent variables (Chen et al. 2016). However, instead of learning any latent variables, we train FtGAN to learn those that are highly related to the selected channels of a tested CNN (Huang and Belongie 2017; Xu et al. 2020). Specifically, FtGAN is conditioned on an auxiliary input $I$ that indicates the intensity of the CNN’s selected channel, i.e., the summation of the channel’s neuron values. By varying $I$, we can control the generated images so that they activate the selected channel with varying intensity levels. We use the channel intensity as the control input because CNN’s channel-wise mean and variance are known to capture the styles and attributes of images (Xu et al. 2020; Huang and Belongie 2017; Gatys, Ecker, and Bethge 2016); also, the channel mean and variance are previously used to control style features such as textures in generator networks (Huang and Belongie 2017; Xu et al. 2020).

FtGAN consists of generator $G$ and discriminator $D$ as shown in Fig. 1. FtGAN makes use of the target CNN $T$ and its selected channel $c$ for its training. The encoder $G_{enc}$ is optional, and if used, the generated output is reconstructed from the input with the decoder’s transformation. The input $I$ is a scalar value that controls channel $c$’s intensity ($T_c$), that is, the sum of $c$’s neuron values. The discriminator has two parts; one that distinguishes real data from the generated ones and another that infers the value of $I$. The target CNN $T$, which is being tested, is used by FtGAN as a reference point. Its selected channel’s intensity is directed to $G$, giving the guidance to find the latent variable related to the channel.
3.2 Architecture of FtGAN

Our goal is to train a generator $G$ that learns to generate images with varying the intensity of target channel $c$. To achieve this, we train $G : (x, I) \rightarrow x'$ to transform input image $x$ into output image $x'$ that make the model $T$ to have $T_c(x') \sim I$ on target channel $c$. $T_c$ is the function returning the intensity of channel $c$ and $I$ is the target intensity calculated as $I, T_c(x) \cdot (1 + r)$ with a distortion rate $r$. We set $r$ such that $1 + r$ ranges from 0.33 to 3 in our experiments. We also have an auxiliary classifier in the discriminator to predict the channel intensity $I$. For training FtGAN we define four loss terms, namely, adversarial loss, channel intensity loss, auxiliary regression loss, and reconstruction loss. We describe these four loss terms in the following.

**Adversarial loss:** For stable training, we adopt WGAN’s adversarial loss (Arjovsky, Chintala, and Bottou 2017) that minimizes the Wasserstein-1 distance between the real and generated distributions. Let $D_{img}$ be the discriminator which outputs the probability that its input is a real data. Then the adversarial loss is

$$L_{adv} = E_x [D_{img}(x)] - E_I [D_{img}(G(x, I))]$$

We also apply the gradient penalty for the Lipschitz constraint (Gulrajani et al. 2017).

**Channel intensity loss:** We control the intensity of the channel $c$ separately from the remaining channels in the same layer $L$. Therefore, we employ the channel intensity loss $L_{int}$ for the generator to constrain the generated image $x'$ to produce the desired channel intensity $I$, formulated as follows ($L$ is the set of all channels in layer $L$),

$$L_{int} = |T_c(x') - I| + \frac{1}{|L|} \sum_{c \in L \setminus \{c\}} |T_c(x') - T_c(x)| $$

**Auxiliary regression loss:** Our goal is to transform an input image $x$ into a realistic image $x'$, which yields the intended intensity on the target channel. Therefore we add an auxiliary regressor $D_{aux}$ that shares the convolution layers with $D_{img}$ and define the auxiliary regression loss for both $D$ and $G$. The auxiliary regression loss for real images is defined as

$$L_{aux}^{real} = E_x [-\log Q_{aux}(x, T_c(x))]$$

where $Q_{aux}(x, I)$ is modeled with a normal distribution whose mean $\mu_{aux}(x)$ and variance $\sigma^2_{aux}(x)$ are estimated by the auxiliary regressor $D_{aux}$ for input $x$. The log-normal $\log(Q_{aux}(x, I))$ is calculated as

$$-\frac{1}{2} \log(2\pi \sigma^2_{aux}(x) + \epsilon) - \frac{1}{2} \left( \frac{I - \mu_{aux}(x)}{\sigma_{aux}(x)} \right)^2$$

where $\epsilon$ is a small positive value. By minimizing the objective, $D_{aux}$ learns to estimate the channel intensity $T_c(x)$ of a real image $x$. The pairs of real images $x$ and their target channel intensities $(x, T_c(x))$ are used to train $D_{aux}$ using the above loss $L_{aux}^{real}$.

Furthermore, the loss function for the auxiliary regression with fake image $x'$, which is generated by $G$ with the intensity $I = T_c(x') \cdot (1 + r)$, is formulated as following:

$$L_{fake}^{aux} = E_x [Q_{aux}(x, T_c(x)) \cdot \log(D_{aux}(G(x, I), I))]$$

The above loss function is then used to train $G$ to generate images with the intended intensity $I$ on the channel $c$. For each input $x$ in the training dataset and randomly selected distortion rate $r$, we generate $x'=G(x, T_c(x) \cdot (1 + r))$ and the pair $(x', T_c(x) \cdot (1 + r))$ is then used for the training.

**Reconstruction Loss:** We use the reconstruction (He et al. 2019) loss to train the generator to produce images that are similar to the original images, given the same channel intensity. This is achieved by the following objective:

$$L_{rec} = E_x [T_c(x) || x - G(x, T_c(x)) ||_1]$$

By minimizing this loss, the generator can produce images that closely approximate the original images when the same channel intensity is given as input.

**Overall Objective:** The final objective for the generator is

$$L_{enc, dec} = \lambda_{adv} L_{adv} + \lambda_{rec} L_{rec} + \lambda_{int} L_{int} + \lambda_{aux,f} L_{aux}^{fake}$$

and the objective for the discriminator/auxiliary classifier is

$$L_{dis, aux} = -\lambda_{int} L_{adv} + \lambda_{aux} L_{aux}^{real} + \lambda_{gp} GP$$

We set the coefficients in Eqns. 7 and 8 to make the loss terms be in the same order of magnitude (He et al. 2019; Wu et al. 2019; Dorta et al. 2020). We set $\lambda_{adv} = \lambda_{dis}=1$, $\lambda_{rec}=100$, $\lambda_{aux,s}=5$, $\lambda_{gp}=1$ (for the gradient penalty $GP$); the value of $\lambda_{int}$ varies for the datasets (e.g. 0.5 for CelebA).

3.3 Reducing the Cost of Training FtGAN

To test a CNN’s channel, we need to train an FtGAN instance. Although the cost of training FtGAN is not trivial, it can be reduced with pre-training. That is, we pre-train FtGAN to generate realistic images without the target CNN; then we fine-tune FtGAN with the intensity loss from the target CNN. This way, we pre-train FtGAN once and fine-tune it multiple times to test multiple channels. The cost of the fine-tuning is less than a quarter of that of the pre-training.

4 Coverage-Guided Channel Selection

FtGAN generates realistic images for testing a CNN’s channels. However, recent CNN models have many layers and channels, and thus it is not feasible to test all those channels with FtGAN. Thus, we propose to test a subset of the channels that are representative of all or most of the channels. The key idea is to exploit the correlations between CNN channel intensities (Bengio and Bergstra 2009; Rodríguez et al. 2016); i.e. we select a subset $S$ of the channels having high correlations (either positive or negative) with the channels that are not in $S$. Then, testing the channels in $S$ would have
the effect of indirectly testing the other channels. We now formally define the channel selection problem as follows.

Let \( corr(c_i,c_j) \) be the Pearson correlation between channel \( c_i \) and \( c_j \). For given test inputs, \( corr(c_i,c_j) \) is computed with the pairs of the intensities of \( c_i \) and \( c_j \). We compute the correlations for all pairs of the convolutional channels.

Let \( V \) be the set of all channels in the convolutional layers of the target network. With subset \( S \subseteq V \), we presume that a channel \( c_i \notin S \) can be indirectly tested by one of the channels in \( S \) if its correlation with \( c_i \) is larger than a given threshold. We denote by \( corr(c_i,S) \) the maximum correlation between a channel in \( S \) and \( c_i \), i.e., \( \max_{c_j \in S} corr(c_i,c_j) \). Let \( \theta \) be the minimum correlation threshold to indirectly test the channels not in \( S \). Then, the problem of finding the minimum subset \( S \) for testing all channels in \( V \) is formulated as:

\[
\text{arg min}_{S \subseteq V} |S| \text{ s.t. } \min_{c_i \in V} corr(c_i,S) \geq \theta. \tag{9}
\]

In other words, our channel selection problem finds the smallest set \( S \) such that for all channels \( c_i \in V \), there exists at least a channel \( c_j \) in \( S \) with \( corr(c_i,c_j) \geq \theta \).

**Proposition 4.1 Minimal channel selection (Eqn. 9) is equivalent to the minimal hitting set problem.**

Let \( \delta(c_i) \) for \( c_i \in V \) denote the set of channels \( c_j \in V \) with \( corr(c_i,c_j) \geq \theta \). That is, \( \delta(c_i) \) is a set of channels that can be tested instead of \( c_i \) as their correlations are higher than \( \theta \). A feasible solution to the channel selection problem is the set that has at least one channel in \( \delta(c_i) \) for all \( c_i \in V \). Formulated in this way, this problem is equivalent to the minimal hitting set problem (Ausiello, D’Atri, and Protsa 1980).

The minimal hitting set problem is NP-complete and equivalent to the minimal set cover problem. Due to Proposition 4.1, we can obtain a greedy approximate algorithm as shown in Algorithm 1 whose approximation ratio is proven to be \( \ln(n) + 1 \) where \( n \) is the number of channels.

### 5 Testing Channels with Unexpectedness

Canonical correlation analysis (CCA) has been used to analyze and understand the latent representations, i.e., features in channels, of neural networks (Hardoon, Szedmak, and Shawe-Taylor 2004; Li et al. 2015; Morcos, Raghu, and Bengio 2018; Raghu et al. 2017). The method finds linear transformations that maximize the correlations between multidimensional variables (Hotelling 1992). Recently, Raghu et al. applied CCA to ResNet models and demonstrated that the correlation of the hidden neurons to different labeling classes are distinctly different.

We use CCA to analyze the target CNN’s inference computation for generated test data and find inconsistent channel behavior. Since FtGAN varies the intensity of tested channels, we apply CCA at a channel level and compute the correlation of channel intensities. Also, because CCA is very expensive to compute (Raghu et al. 2017), we approximate it by computing pair-wise channel correlations and use them as the reference points of the inference computation. That is, we calculate the pair-wise channel correlations using the training data labeled as a same class, and find the top-\( k \) channel pairs of maximum correlation coefficients. Then we use them as the reference point for the class and compare them to the correlations computed with generated test data of the same class. Our experiments (similar to the one by Raghu et al. and not described due to space limit) show that the comparison reflects the similarity (or unexpectedness) of their inference computations. We do not claim that unexpectedness score accurately measures the similarity (or inconsistency) of inference computations; we argue with experiments that the score helps to identify deviant channel behavior. This is similar to many testing techniques in software engineering that rank the test results (potential bugs) by certain evaluation scores and report the higher-ranked ones.

More formally, for testing a selected channel in layer \( L \), we define unexpectedness score as the L1 distance of \( L \)'s top-\( k \) channel correlations with the training data to those with the generated test data of a same class; i.e., the unexpectedness score is:

\[
\sum_{(c_i,c_j) \in \text{TopK}} |corr_X(T)(c_i,c_j) - corr_X'(T)(c_i,c_j)|,
\]

where \( X(T) \) and \( X'(T) \) are the training data and generated test data in class \( T \), \( corr_X(T) \) is the correlation computed with \( X(T) \), and TopK is the set of channel pairs in \( L \) with top-\( k \) correlations for the training data; we set \( k=5\% \) in our evaluation.

After we generate test data for selected channels, we measure and rank the unexpectedness of the generated data in each class. Then we report the tested channels, the classes, and the test data of the classes ranked by their unexpectedness with highlighting the test data that changed the inference outcome.

### 6 Discussion

**Limitation.** Testing with FtGAN is limited by the capability of GAN. That is, FtGAN learns the attributes that are present in the training dataset. Thus we can only test with those attributes in the dataset that are correlated to the selected channels of target CNNs. This limits the types of bugs that our technique can detect. However, testing is generally considered to be opportunistic, and similar limitations exist in many testing tools, especially in those that check deviant runtime behaviors (Engler et al. 2001; Ernst et al. 2007; Haller et al. 2013). It is more important for a testing tool to find real bugs in practice, which we show in our evaluation.

Another limitation is that our testing requires human examination of the test results. We minimize this by computing unexpectedness scores and ranking the results by the scores. Thus only a small subset of the test results needs to be examined. This is similar to many software testing tools that rank test results (potential bugs) by certain scores (Engler et al. 2001; Ernst et al. 2007; Haller et al. 2013). In all our experiments, buggy channels are in top-5 by unexpectedness score, which made human intervention reasonably small.

**Multi-Channel Testing.** Although FtGAN tests a single
channel at a time, we observed that its generated test data incorporates the changes of other correlated (or anti-correlated) channels. Hence those correlated channels are collectively tested in effect.

Moreover, testing multiple (non-correlated) channels is supported with FtGAN by chaining multiple FtGAN instances. That is, if we want to test two channels \( c_1 \) and \( c_2 \), we can direct the output of the FtGAN trained for \( c_1 \) as the input of another FtGAN trained for \( c_2 \). We have tested multiple channels in this way for a subset of our experiments, which we describe in Section 7.2. Chaining multiple GANs in a similar manner was previous studied for generating high resolution images (Zhang et al. 2017) or transforming poses and expressions of facial images (Zheng et al. 2017).

### Table 1: Evaluated Datasets and Models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST/SVHN</td>
<td>LeNet &amp; AlexNet</td>
<td>Digit recognition</td>
</tr>
<tr>
<td>VGG Face</td>
<td>VGG-16 &amp; ResNet-50</td>
<td>Face identification</td>
</tr>
<tr>
<td>CelebA</td>
<td>AlexNet</td>
<td>Face attribute detection</td>
</tr>
<tr>
<td>CARLA</td>
<td>CARLA-CNN</td>
<td>Autonomous driving</td>
</tr>
</tbody>
</table>

7 Evaluation

We evaluated whether FtGAN can effectively test CNNs’ channels with three sets of experiments: 1) one for making realistic (and error-inducing) attribute variations (Section 7.1), 2) another for finding the channels that are correlated to error-inducing attributes in bug-injected and real-world CNN models (7.2 and 7.3), and 3) the last for ensuring the test coverage of our greedy channel selection (7.4). Complete analysis, experimental results, and supplementary material are in the paper’s extended version (Choi et al. 2023).

We evaluated our technique with five datasets in four domains; they are MNIST, SVHN, VGG Face, CelebA, and CARLA (Codevilla et al. 2018). MNIST and SVHN are for digit recognition, VGG Face is for face identification, CelebA is for face attribute recognition, and CARLA is for autonomous driving. Table 1 shows the datasets. Moreover, we tested with five models – LeNet, AlexNet, VGG-16, ResNet-50, and CARLA-CNN (a custom CNN model for autonomous driving). LeNet/AlexNet are trained to classify the categories in the dataset (MNIST/SVHN) or to detect a subset of the attributes in the dataset (CelebA); VGG/ResNet are trained to detect the identities in the VGG Face dataset. We used NVIDIA Titan XP for all the experiments. On a single Titan XP, the fine-tuning of FtGAN for one channel takes ten minutes for SVHN and an hour for CelebA.

We mainly evaluated our testing techniques qualitatively. This is similar to the evaluation of software testing techniques that analyze program behavior to infer implicit invariants and report their violations (Elbaum et al. 2006; Engh and Ashcraft 2003; Flanagan et al. 2002; Gligoric et al. 2010; Hangal and Lam 2002, 2009; Saxena et al. 2009).

#### 7.1 Efficacy of FtGAN’s Test Data Generation

We first evaluate whether FtGAN generates realistic images that induce the tested channels with varying intensities. Then we examine the unexpectedness scores of the generated data and discuss the validity of the scores. For this evaluation, we mostly used the face datasets and the corresponding CNN models. We run greedy channel selection to select twenty channels for each CNN instance. Then we trained FtGAN for the selected channels and generated test data using the images in the test sets as the seeds. We set the intensity input \( I \) to be between 0.33 and 3 times that of the seeds for the test data generation. We show some of the generated test data in Fig. 2. As we vary the intensity input \( I \), the correlated latent attributes are gradually changing in all the generated test images. We also observed that some of the latent attributes for the channels are human recognizable (a–d in Fig. 2) and others are not (e–h). The attributes that are human recognizable are, namely, hair color, face mask, face color, and age, respectively for a–d; we call these channels by their correlated attribute names, e.g. age channel. We can see that the test data for these attributes show realistic variations.

**Validity of Unexpectedness Score.** We analyzed the unexpectedness scores of the channels for Fig 2. Due to the space limit, we do not discuss the details here, but our analysis shows that the higher scores generally indicate inconsistent inference computations. The channels a–c in Fig 2 have high unexpectedness scores and we observed several inconsistent behaviors for them. For example, testing the face color channel with the pale-skin class data generated pink-ish face data, which confused the classification of the age attribute; i.e., the generated images are classified as not young even though the seed images are labeled as such. Fig. 2(c, right) shows an example; with the pink-ish skin she is incorrectly classified as not young. Also, the hair color channel shows similar behavior and confused pale-skin classifier.

#### 7.2 Finding Data Corruption Bugs with FtGAN

We evaluate if FtGAN helps to find bugs in bug-injected CNN instances. We trained two CNN models to have defects (of being vulnerable to input attribute distribution shift) on purpose by corrupting the training dataset. For the defect injection, we use Morpho-MNIST, which extends MNIST with morphometric transformations such as “thickening” or “swelling” (Castro et al. 2019). We trained two AlexNet models with the combined dataset of MNIST and Morpho-MNIST, one with the thickening and another with the swelling transformation. The images in Morpho-MNIST are given a same incorrect label (i.e., 0) so that the two AlexNets have the defects of incorrectly classifying the
thickened or swollen digits. The accuracy of the models is 99% for the normal digits. For the thickened or swollen digits, the models are only 2% and 1% accurate, respectively.

For the two AlexNet instances, namely AlexNet-TH(ick) and AlexNet-SW(ell), we apply the greedy channel selection and train FtGAN with the twenty selected channels, 2) generate test images with the channel intensity from 0.33 to 3 times of the original, and 3) measure the unexpectedness scores for the channels; we rank by the score the test data for the channels and examined top-5 channels’ test data in detail. For both AlexNet-TH and AlexNet-SW, we noticed that for one particular channel, namely thick channel and swollen channel, its test data result in incorrect inference outcome at a high rate. Table 2 shows the rate of the generated test data for thick and swollen channels resulting in mis-classification for varying intensity input $I$; the table also shows the ranking of those channels by the score in parentheses in the header.

Fig. 3 (a) shows the images that are generated for AlexNet-SW for the swollen channel. The generated images with three different intensity are shown for each digit; images in Morpho-MNIST are also shown (marked as “Real”). The generated images have swollen strokes like those in Morpho-MNIST. The swelling is subtle in our test data but it is sufficient for the classifier to output incorrect labels; the orange boxes in Fig. 3 indicate that the samples are incorrectly classified by AlexNet-SW. The prototype of FtGAN is publicly available at our repository.\(^1\)

We also tested the interactions of two channels of AlexNet-SW by feeding the output of FtGAN that is trained for one channel as the input of another FtGAN that is trained for a different channel. We tested the pairs of top-5 channels by their unexpectedness scores. Fig. 5 shows the results with comparing the test data generated for both channels (denoted by Both) with the data generated for one channel (denoted by ch. followed by the channel id). The data is generated with 1.5× channel intensity; data generated with 2.25× channel intensity is also shown for comparison. The orange box denotes that the sample is mis-classified by AlexNet-SW.

\(^1\)https://github.com/mlsys-seo/FtGAN

From the results, we observed that for some seed inputs the swelling is more noticeable (hence more mis-classifications) when the intensities of both channels are adjusted. Although our focus in this paper is modular testing of individual CNN channels, this experiment shows that FtGAN can be used to jointly test multiple CNN channels.

Moreover, we simulated the data corruption bugs with the VGG Face dataset. We trained two VGG-16 networks to identify the faces in the dataset but we injected certain bugs. For one instance (namely VGG-hair) we trained it to misclassify any faces with green hair as a certain target person; for another one (namely VGG-skin) we made it to infer any faces with pale skin as another target identity. We have repeated the process in a similar manner to train two faulty ResNet instances (ResNet-\{hair,skin\}). For ResNet though, we only considered 3x3 convolutional layers for the testing as 1x1 convolutions are mainly designed to control the computational complexity by reducing or expanding the channel dimensions (Szegedy et al. 2015; He et al. 2016).

To test the faulty CNN instances, we selected forty channels (or sixty for ResNet) with the greedy selection in Algorithm 1 and tested them with FtGAN. We examined the test data of top-5 unexpected channels in detail and identified one most defective channel for each of the instances. Let us describe the details of the manual examination for the VGG models. We describe the case for VGG-skin, and the case for VGG-hair is not described as it is similar and also due to the space limit. Among the five channels with high unexpectedness scores, four channels are related to human-recognizable attributes (nose-color, liver-spots, pale-skin-a, and pale-skin-b); we refer these channels as semantic channels. The fifth channel adds grid patterns to the images. For the five channels, we examined how the inference outcome changes as the intensity changes. The inference outcomes for all five channels changed in a biased manner towards the target identity that VGG-skin is trained for. For the three semantic channels (except the pale-skin-b channel), 20–30%
of the incorrect outcomes are inferred as the target identity. For the pale-skin-b channel, 60% of the incorrect outcomes are inferred as the target identity. Fig. 3 shows an example of generated test data. Again with our testing techniques we successfully identified the defect in VGG-skin. For other channels having low unexpectedness scores among the forty selected ones, we did not observe such biased inference changes.

If we test the faulty models with TensorFuzz or semantic adversarial attack (Joshi et al. 2019), the defects are not detected. Fig. 4 shows the generated images of FtGAN and the two techniques. TensorFuzz generates noise-augmented images; the semantic attack inconsistently changes a few attributes. Most importantly, the images made by the two techniques are not identified as the target person, thus they did not find the defect but simply generated adversarial examples. We also applied other adversarial example generation techniques (Carlini and Wagner 2017; Moosavi-Dezfooli, Fawzi, and Frossard 2016), but they generated minimally perturbed images (that are not identified as the target person) and thus we do not show them here. Furthermore, we used Grad-CAM (Selvaraju et al. 2017), the state of the art XAI technique, to FtGAN’s test images and confirmed that the changes made by FtGAN caused the inference changes. For additional details on the results, please refer to the extended version of the paper (Choi et al. 2023).

7.3 Finding Bugs in a Public CNN Model
We further evaluated FtGAN with a pre-trained, publicly-available CNN instance for autonomous driving that is developed and trained by Codevilla et al. (Codevilla et al. 2018). This CNN instance, which we call CARLA-CNN, has eight convolution layers and two dense layers. We tested the channels of the convolution layers in the same way as the previous experiments. The images generated for a subset of the channels have certain semantic variations such as the center line wear-out, road texture changes, or color tone changes. Fig. 6 shows the generated images; these channels generally have high unexpectedness scores. The white arrows on the images are the steering decision made by CARLA-CNN. We can see that the variations caused by the intensity changes make CARLA-CNN to make wrong steering decision (marked by orange boxes).

7.4 Coverage Gain by Greedy Channel Selection
Metric for channel coverage. With a test coverage metric, we aim to quantify the fraction of the channels in a target CNN that satisfy the test condition for a test suite made by a test image generator. Borrowing the concept of neuron boundary coverage (Ma et al. 2018), we define channel boundary coverage. Let \( T_c(x) \) be the intensity of channel \( c \) when image \( x \) is given as input to target network \( T \). Given training dataset \( X \) for \( T \), let \( I^\text{upper} \) be the maximum intensity of the channel \( c \) for \( X \); i.e., \( I^\text{upper} = \max_{x \in X} T_c(x) \). For the channel \( c \), if \( T_c(x) \) for a test image \( x \) from the test suite \( T \) is larger than \( I^\text{upper} \), the boundary of \( c \) is said to be covered by \( T \). Let \( V \) denote the set of all channels to be tested in \( T \). The boundary coverage is then defined as

\[
\left| \left\{ c \in V \mid \exists x \in T, T_c(x) > I^\text{upper} \right\} \right| \frac{1}{|V|},
\]

that is, the ratio of channels whose boundaries are covered by at least an image in \( T \).

Coverage evaluation. With varying the minimum correlation \( \theta \) from 0.2 to 0.5 in Algorithm 1, we selected test channels of the target networks trained for SVHN (LeNet) and CelebA (AlexNet). For the baselines, we selected the same number of test channels with random selection. For the two networks, we then generated 2,000 test images per channel based on the seed dataset using FtGAN and plotted the boundary coverage of each test in Fig. 7. We also applied two other techniques, IGSM (adversarial example generation based on iterative gradient sign method) (Kurakin, Goodfellow, and Bengio 2016) and TensorFuzz, to generate the same number of test images for each experiment; we cannot apply semantic adversarial attack as its execution time is too long, taking more than a few seconds to generate a single image. The graphs show that the test suite obtained by our greedy algorithm achieves the highest coverage in both networks and verify that the channels selected by our greedy algorithm efficiently cover for the untreated channels.

8 Conclusion
This paper proposes techniques for testing the channels of CNNs. We designed FtGAN, an extension to GAN that generates realistic test data for a target CNN with varying its selected channels intensities. We developed a channel selection algorithm that finds a subset of a CNN’s representative channels by using the correlations between the channels. To investigate inconsistency in the target CNN’s inference with FtGAN’s test data, we defined unexpectedness score and rank the test data by this score. In our evaluation, we investigated five CNN models that are trained with five datasets. By applying our testing techniques, we successfully found defects in both synthetic and real-world CNN instances.
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