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Abstract

Automatic Text Scoring (ATS) is a widely-investigated task in education. Existing approaches often stressed the structure design of an ATS model and neglected the training process of the model. Considering the difficult nature of this task, we argued that the performance of an ATS model could be potentially boosted by carefully selecting data of varying complexities in the training process. Therefore, we aimed to investigate the effectiveness of curriculum learning (CL) in scoring educational text. Specifically, we designed two types of difficulty measurers: (i) pre-defined, calculated by measuring a sample’s readability, length, the number of grammatical errors or unique words it contains; and (ii) automatic, calculated based on whether a model in a training epoch can accurately score the samples. These measurers were tested in both the easy-to-hard to hard-to-easy training paradigms. Through extensive evaluations on two widely-used datasets (one for short answer scoring and the other for long essay scoring), we demonstrated that (a) CL indeed could boost the performance of state-of-the-art ATS models, and the maximum improvement could be up to 4.5%, but most improvements were achieved when assessing short and easy answers; (b) the pre-defined measurer calculated based on the number of grammatical errors contained in a text sample tended to outperform the other difficulty measurers across different training paradigms.

Introduction

Automatic Text Scoring (ATS) is a common but important task in the field of education. With the aid of ATS techniques, instructors can automatically assess the quality of student-authored texts such as short answers to open-ended questions (Sung et al. 2019; Lun et al. 2020; Leacock and Chodorow 2003; Xia et al. 2020; Ramachandran, Cheng, and Foltz 2015) and relatively longer essays (Uto, Xie, and Ueno 2020; Burststein and Chodorow 1999; Attali and Burstein 2006; Rodriguez, Jafari, and Ormerod 2019; Amorim, Cançado, and Veloso 2018). Considering the large student-teacher ratio in certain educational scenarios, e.g., the ratio can be up to 10,000:1 or even worse in Massive Open Online Courses (Pappano 2012), ATS or writing assessment tools building upon ATS (e.g., AcaWriter (Knight et al. 2020) and Grammarly (Karyuatry 2018)) have been increasingly used in practice to facilitate instructors’ teaching practices.

Given the important role of ATS in education, researchers have made great efforts in designing effective scoring algorithms with the aid of different techniques, such as early rule-based methods (Leacock and Chodorow 2003), subsequent machine learning methods with hand-crafted features as input (Mohler, Bunescu, and Mihalcea 2011; Sultan, Salazar, and Sumner 2016; Amorim, Cançado, and Veloso 2018), and recent methods based on deep neural networks that can automatically engineer features from input text (Xia et al. 2020; Rodriguez, Jafari, and Ormerod 2019; Sung, Dhamecha, and Mukhi 2019; Sung et al. 2019; Lun et al. 2020; Uto, Xie, and Ueno 2020; Ormerod, Malhotra, and Jafari 2021). In certain writing evaluation tasks, e.g., when assessing students’ responses to the prompt questions, these ATS algorithms have demonstrated scoring performance comparable to human graders. However, there still exist scenarios which call for more research efforts to further improve the performance of ATS (Uto 2021; Ridley et al. 2020).

It is worth noting that most of the existing ATS studies boost the scoring performance by designing a more dedicated (and oftentimes more complicated) model structure to capture the unique characteristics of a writing assessment task. However, given the difficult nature of this task, i.e., sometimes even experienced human graders can disagree on the score assigned to a piece of writing (refer to Figure 1 to see such examples from the short answer scoring dataset ¹ and the essay scoring dataset ² released in the Kaggle platform), we argued that, in addition to designing more dedicated model structure, the process of the model training is worthy of our attention as well and this is where curriculum learning (CL) can potentially help. CL is a strategy used to train a prediction model by inputting data sorted in an easy-to-hard manner, which imitates the learning order in human curricula. As a model-agnostic training strategy, CL has been widely investigated and applied in various predictive tasks (Wu, Dyer, and Neyshabur 2020; Platanios et al. 2019) in terms of improving a model’s generalization ability.
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and subsequently producing better prediction performance. Inspired by Wang, Chen, and Zhu (2021), which indicated that CL can be highly effective in enhancing a supervised prediction model when dealing with a difficult task (e.g., the automatic scoring of student-authored responses), we aimed to investigate how CL can be tapped to improve the performance of ATS in education. Formally, our study was guided by the following Research Question:

**RQ** To what extent can curriculum learning strategies boost the performance of ATS methods used in education?

To answer the above question, we centered our work on the design of the two key components of a CL strategy (Wang, Chen, and Zhu 2021; Liu et al. 2018): (i) difficulty measurer, which determines the relative difficulty level of a training data sample; and (ii) training scheduler, which determines the data subset that should be input to a model in a specific training epoch based on the evaluation from the difficulty measurer. Inspired by previous works on proposing effective CL strategies in the broader NLP research (e.g., Spelling Error Correction (Gan, Xu, and Zan 2021) and Natural Answer Generation (Liu et al. 2018)) as well as the works on automatically characterizing textual data in education, we devised two types of CL strategies in this work, i.e., pre-defined and automatic, which are grouped according to whether any or both of the two key components described above are pre-defined by human experts or automatically learned in a data-driven fashion. It should be noted that these naming terminologies are in line with those summarized by Wang, Chen, and Zhu (2021). Specifically, we studied a total of four pre-defined CL strategies, in which the difficulty level of a piece of written text can be measured via calculating its length, readability, the number of grammatical errors or unique words it contains, and the training scheduler is defined as the linear continuous schedulers (Wang, Chen, and Zhu 2021). As documented in relevant CL studies in computer vision and NLP, in addition to presenting the training data in an easy-to-hard fashion, sometimes a model can achieve better prediction performance by reverting the training order to hard-to-easy (denoted as anti-curriculum).

As there lacked prior studies on applying CL to tackle the task of AST and it remained largely unknown which training paradigm would benefit the most, we included both the easy-to-hard and hard-to-easy training paradigms to measure the effectiveness of the four CL strategies described above. Through extensive evaluations on two widely-used educational datasets, i.e., one for Automatic Short Answer Scoring (ASAS) and the other for Automatic Essay Scoring (AES), our work demonstrated that: (i) with the aid of CL, the performance of state-of-the-art ATS models can be further boosted with a maximum 4.5% improvement (measured by Quadratic Weighted Kappa); (ii) among the four investigated pre-defined difficulty measurers, the number of grammatical errors tended to give the most robust performance in measuring sample difficulty; (iii) no significant difference was observed between the pre-defined and automatic CL strategies, or between the easy-to-hard and hard-to-easy training paradigms.

### Related Work

#### Automatic Text Scoring in Education

In education, accurate assessment of textual responses authored by students, along with timely and informative feedback carefully crafted by instructors, is an important task in helping students develop effective writing skills and improve their knowledge level (Dikli 2010). The completion of this task used to rely on manual efforts heavily. However, manual grading has often suffered from issues such as low precision, high inconsistency, and limited scalability (i.e., being unable to provide timely assessment to a large number of students’ responses) (Fazal, Dillon, and Chang 2011; Valenti, Neri, and Cucchiarelli 2003). As a remedy, ATS has been proposed and widely investigated by researchers to facilitate instructors to perform scoring practices (Alikaniotis, Yannakoudakis, and Rei 2016; Ke and Ng 2019) and it is often used to assess students’ responses to short-answer questions and essay prompts, which are denoted as ASAS and AES, respectively.

Broadly speaking, most of the existing ATS can be categorized into two categories (Bonthu, Rama Sree, and Krishna Prasad 2021; Uto, Xie, and Ueno 2020). One is often built upon traditional machine learning techniques e.g., Linear Regression (Nau, Haendchen Filho, and Passero 2017), Support Vector Machine (Gleize and Grau 2013), and Random Forests (Ishioika and Kameda 2017), whose performance is heavily dependent on the availability and quality of hand-crafted features such as the number of words contained in an answer (Platanios et al. 2019) and the number of distinct words in the answer (Li et al. 2016). The other is empowered by the recent deep learning techniques such as Bi-LSTM (Kim, Vizitei, and Ganapath 2018) and BERT (Sung, Dhamnecha, and Mukhi 2019), which can directly transform the raw text input as embedding-based representations to generate an assessment score without the need of manual feature engineering. For instance, driven by the great success achieved by pre-trained language models in various NLP methods.
tasks, Sung, Dhamecha, and Mukhi (2019) proposed to couple BERT (Devlin et al. 2019) with a single classification layer and fine-tuned the whole model on a labeled dataset for ASAS, whose scoring performance was up to 0.91 measured by weighted average F1. Though certain methods, e.g., those proposed by Taghipour and Ng (2016); Sung, Dhamecha, and Mukhi (2019), have demonstrated human-like scoring performance, there still exist scenarios in which further research efforts are needed to develop more accurate ATS techniques, e.g., the cross-prompt scenario in which data from auxiliary prompts is used to trained ATS models for the target prompt (Uto 2021; Ridley et al. 2020).

Noticeably, the ATS models described in the above studies, especially those based on state-of-the-art deep learning techniques, often treated the design of more dedicated model structures as their main means to boost the performance of ATS, while little attention has been given to the training process of these well-designed models. As explained before, considering the difficult nature of ATS in education, we argued that it might be worthwhile to apply CL to optimize the training process and assist an ATS model to reach its full potential.

**Curriculum Learning**

Curriculum learning (CL) refers to the strategy used to train a prediction model by imitating the meaningful learning order in human curricula, i.e., presenting the training samples in an easy-to-hard manner so as to enable the model to first optimize an easier version of the target problem and gradually consider harder versions, until solving the full target task of interest (Bengio et al. 2009). As indicated before, most of the existing CL strategies consist of two key components, i.e., difficulty measurer and training scheduler (Wang, Chen, and Zhu 2021) (or scoring function and pacing function in other relevant literature). Depending on whether any (or both) of the two components are designed with the aid of human expertise (or data-driven approaches), a strategy can be classified as either pre-defined or automatic CL. Take difficulty measurer as an example. Platanios et al. (2019) developed a pre-defined strategy in which the difficulty of input text was determined by using its length as a proxy (i.e., the longer the input text, the higher difficulty it has), while Gan, Xu, and Zan (2021) proposed an automatic strategy in which the difficulty was measured by calculating its training loss in a specific epoch.

Since its inception Bengio et al. (2009), CL has been demonstrated effective in boosting performance of various models in the research of computer vision and NLP (Soviany et al. 2020; Spitkovsky, Alshawi, and Jurafsky 2010; Tudor Ionescu et al. 2016; Gan, Xu, and Zan 2021; Platanios et al. 2019; Wei et al. 2016; Liu et al. 2018). For instance, when training on imbalance-distributed image data, the Dynamic Curriculum Learning framework proposed by Wang et al. (2019) employed a two-level curriculum schedulers, which consist of a dynamic sampling scheduler that adjusts the data distribution at each time step and balances the importance between the classification loss and the metric learning loss. In a different vein, when performing the task of natural answer generation, Liu et al. (2018) measured text difficulty from the perspective of Grammar (Stanford Parser score)\(^3\) and trained the model first on the simple and low-quality data and then on the complex and high-quality data to gradually learn to generate reliable answers for questions of different complexity, outperforming the state-of-the-art by an average improvement of about 7.5% in terms of accuracy. More worthy of our attention is that, as indicated by Wang, Chen, and Zhu (2021), CL can be particularly useful when dealing with difficult tasks, e.g., those involving the use of higher-order cognitive skills to develop solutions, e.g., the task of assessing student-author responses investigated in our study.

It should be pointed out that, though most of the existing CL studies posited that a model’s performance can be boosted to the maximum degree by adopting the easy-to-hard learning order, there have been some studies (Zhang et al. 2018; Pi et al. 2016; Braun, Neil, and Liu 2017) which demonstrated that, in certain cases, the model could be trained in an opposite learning order, i.e., from harder data to easier data (also called anti-curriculum learning (Wang, Chen, and Zhu 2021). For instance, Zhang et al. (2018) demonstrated that the hard-to-easy order, compared to its easy-to-hard counterpart, could lead to better model performance in neural machine translation.

Though CL has been demonstrated effective, few studies attempted to investigate its effectiveness in enhancing the assessment of textual responses authored by students in education, which is often deemed as a challenging and high-stake task (Gierl et al. 2014; Beseiso and Alzahrani 2020; Cao et al. 2020), motivating us to design effective CL strategies to further enhance the performance of existing ATS models.

**Methods**

**Tasks and Datasets**

Our study was centered around two common writing assessment tasks in education, i.e., ASAS and AES. Generally speaking, as the text length of an essay is often much longer than a short answer, AES is often regarded as a more challenging task than ASAS. The two datasets we used were released by the Hewlett Foundation to spur the development of novel techniques to tackle the two tasks described above, respectively.

**Dataset for ASAS\(^4\).** The dataset consists of about 17,000 answers written by students who were mainly from Grade 10 in the US as responses to 10 different prompt questions of subjects including Science, Biology, English, etc. The number of words contained in an answer ranges from 1 to 344, with an average of 41.7. It is noteworthy that each answer was assessed by two independent human graders. The scores given by the first grader are the ground truth that an ATS model should aim to predict, while the scores given by the second grader are only used to measure the agreement between different human graders. Notice that there are about 12.8% answers which received different scores from the two graders. Statistics of this dataset can be found in Table 1.

---

\(^3\)http://nlp.stanford.edu/software/parser-faq.shtml

\(^4\)https://www.kaggle.com/competitions/asap-sas/
Dataset for AES The dataset consists of about 13,000 essays written by students who were from Grade 7 to Grade 10 in the US as responses to eight different prompts. Similar to the ASAS dataset, each answer in this dataset was assessed by at least two human graders. The difference lies in that the final score to be predicted by a model was determined based on the scores provided by all human graders. Notice that there are 37.9% answers which received different scores from the human graders. Statistics of this dataset can be found in Table 2.

Models
Recall that our goal was to investigate the effectiveness of CL in boosting the performance of ATS models. To measure the capabilities of various CL strategies, we selected state-of-the-art models used for ASAS and AES as the testbeds in this study, as described below.

Model for ASAS. In line with previous studies (Xia et al. 2020; Sung, Dhamecha, and Mukhi 2019), given the limited number of scores that can be assigned to an answer (e.g., ranging from 0 to 3), we tackled the task of ASAS as a classification problem. We followed the approaches developed by (Sung, Dhamecha, and Mukhi 2019; Sung et al. 2019; Lun et al. 2020), which coupled BERT with a single classification layer as the scoring model and fine-tuned the whole model for each of the prompt question so as to enable the model to capture the task-specific characteristics and subsequently optimize the scoring performance.

Model for AES. Here, we adopted the approach developed by (Uto, Xie, and Ueno 2020), i.e., augmenting the BERT-based grader (i.e., the one used for ASAS described above) with human-crafted features as input to maximize the scoring performance. Particularly, the features were engineered on the essay level, and the rationale behind this is that, compared to a short answer, an essay is often much longer and can have a more complex structure, which may pose challenges to the BERT model to derive an accurate representation for the essay. By adding essay-level features as input, the BERT-based grader was expected to model the quality of an essay better. This approach has been reported to achieve state-of-the-art performance in AES (Ormerod, Malhotra, and Jafari 2021). Similar to ASAS, we built one AES for each of the prompts contained in the dataset.

Curriculum Learning Design

Difficulty measurer We investigated two types of difficulty measurers, i.e., pre-defined and automatic, as described below.

Pre-defined. A key characteristic of pre-defined strategies lies in that the measurement of a training sample’s difficulty often relies on human expertise (Wang, Chen, and Zhu 2021). Inspired by relevant studies on analyzing textual data in education (e.g., those characterizing the utterances generated by instructors in online one-on-one tutoring (Lin et al. 2022a,b) or analyzing students’ posts made in discussion forums (Sha et al. 2021)), we designed a total of four difficulty measures for pre-defined CL strategies, as described below:

- **Length**, which measures the length of a piece of text as a proxy to its difficulty level (Platanios et al. 2019; Spitkovsky, Alshawi, and Jurafsky 2010). Here, the longer a response is, the more difficult it is considered to be.
- **Distinct-1**, which counts the number of unique words contained in a response to measure its difficulty level (Li et al. 2016). Here, the more unique words a response has, the more difficult it is considered to be. We acknowledged that longer text might contain more unique words. Thus, we scaled the number of unique words by the length of the textual response as the final difficulty measurer.
- **Readability**, which calculates the Flesch Reading Ease score (Farr, Jenkins, and Paterson 1951) of a response to measure its difficulty level. A Flesch Reading Ease score is of the range [0, 100], with 0 representing being extremely difficult to read and 100 being extremely easy to read. Therefore, in this measurer, the lower the readability score, the more difficult the response is.

Table 1: Statistics of the ASAS dataset. Note that ELA is short for English Language Arts. The inter-rater agreement was measured as the quadratic weighted kappa between scorer1 and scorer2.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Subject Area</th>
<th>#Answers</th>
<th>Score Range</th>
<th>Inter-rater Agreement</th>
<th>Average Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Science</td>
<td>1672</td>
<td>0-3</td>
<td>0.950</td>
<td>47.1</td>
</tr>
<tr>
<td>2</td>
<td>Science</td>
<td>1278</td>
<td>0-3</td>
<td>0.900</td>
<td>59.2</td>
</tr>
<tr>
<td>3</td>
<td>ELA</td>
<td>1808</td>
<td>0-2</td>
<td>0.681</td>
<td>47.7</td>
</tr>
<tr>
<td>4</td>
<td>ELA</td>
<td>1657</td>
<td>0-2</td>
<td>0.683</td>
<td>40.2</td>
</tr>
<tr>
<td>5</td>
<td>Biology</td>
<td>1795</td>
<td>0-3</td>
<td>0.962</td>
<td>25.1</td>
</tr>
<tr>
<td>6</td>
<td>Biology</td>
<td>1797</td>
<td>0-3</td>
<td>0.952</td>
<td>23.4</td>
</tr>
<tr>
<td>7</td>
<td>English</td>
<td>1799</td>
<td>0-2</td>
<td>0.959</td>
<td>41.1</td>
</tr>
<tr>
<td>8</td>
<td>English</td>
<td>1799</td>
<td>0-2</td>
<td>0.866</td>
<td>53</td>
</tr>
<tr>
<td>9</td>
<td>English</td>
<td>1799</td>
<td>0-2</td>
<td>0.782</td>
<td>49.7</td>
</tr>
<tr>
<td>10</td>
<td>Science</td>
<td>1640</td>
<td>0-2</td>
<td>0.887</td>
<td>41.4</td>
</tr>
</tbody>
</table>

Table 2: Statistics of the AES dataset. Note that PNE is short for Persuasive / Narrative / Expository and SDR is short for English Language Arts. The inter-rater agreement was measured as the quadratic weighted kappa between scorer1 and scorer2.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Essay Type</th>
<th>#Essays</th>
<th>Score Range</th>
<th>Inter-rater Agreement</th>
<th>Average Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PNE</td>
<td>1783</td>
<td>2-12</td>
<td>0.721</td>
<td>350</td>
</tr>
<tr>
<td>2</td>
<td>PNE</td>
<td>1800</td>
<td>1-6</td>
<td>0.814</td>
<td>350</td>
</tr>
<tr>
<td>3</td>
<td>SDR</td>
<td>1726</td>
<td>0-3</td>
<td>0.769</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>SDR</td>
<td>1770</td>
<td>0-3</td>
<td>0.851</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>SDR</td>
<td>1805</td>
<td>0-4</td>
<td>0.753</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>SDR</td>
<td>1800</td>
<td>0-4</td>
<td>0.776</td>
<td>150</td>
</tr>
<tr>
<td>7</td>
<td>PNE</td>
<td>1568</td>
<td>0-30</td>
<td>0.721</td>
<td>250</td>
</tr>
<tr>
<td>8</td>
<td>PNE</td>
<td>721</td>
<td>0-60</td>
<td>0.629</td>
<td>650</td>
</tr>
</tbody>
</table>

• Errors, which detects the number of grammatical errors and spelling mistakes contained in a response to measure its difficulty level. Here, the more errors a response contains, the more difficult it is considered to be. Similar to Distinct-l, we noticed that the longer the text, the more errors it might contain. We therefore scaled this measure by the text length as the difficulty measurer.

Automatic. Though pre-defined strategies have been demonstrated effective in various application scenarios, they are often plagued by their strong reliance on human expertise to define an appropriate difficulty measurer and an extensive search for effective combinations of difficulty measurer and training scheduler. Therefore, in addition to the four pre-defined CL strategies described above, we further designed an automatic difficulty measurer to dynamically select data samples based on instance-wise training loss and consequently two variants of the automatic strategy:

- Static, which sets \( r \) to the same value across different training epochs. During experiments, \( r \) was empirically determined by searching in the range of \((0, 5]\) with an interval of 0.1. When \( r < 1 \) (i.e., \( p_{\text{difficult}} < p_{\text{easy}} \)), easy samples will be more likely to be selected for training; when \( r > 1 \), difficult samples will be more likely to be selected for training.

- Adaptive, the value of \( r \) at the current \( t \)-th epoch is based on the number of easy and difficult samples in the previous epoch. We denote the set of easy and difficult samples as \( E \) and \( D \), respectively, and formally define:

\[
\begin{align*}
\frac{\text{rate}}{p_{\text{easy}}} &= \frac{p_{\text{difficult}}}{p_{\text{easy}}} = \frac{|E|}{|D|}.
\end{align*}
\]

Note that such a setting of \( r \) ensures that when there are relatively a larger portion of easy (or difficult) samples, the strategy tends to select difficult (or easy) samples more often for the subsequent training.

The sum of the sampling probabilities assigned to all training data should be equal to 1 in both cases for each epoch, e.g., it should be \( p_{\text{easy}} \cdot |E| + p_{\text{difficult}} \cdot |D| = 1 \) for the variant of Adaptive.

Training Scheduler

For both of the pre-defined and automatic difficulty measurers described above, we defined the training scheduler by using a function \( \lambda(t) \) to map a training epoch number \( t \) to a scalar value \( \lambda \in (0, 1] \), i.e., only the \( \lambda \) proportion of the easiest samples should be used to train a model at the \( t \)-th epoch. Here, the function is formally defined as:

\[
\lambda(t) = \frac{t}{T},
\]

where \( T \) denotes the total number of epochs throughout the whole training process and \( t \in [1, T] \). Essentially, this is a form of the linear continuous schedulers summarized by Wang, Chen, and Zhu (2021). We leave the exploration of other forms of training schedulers (e.g., root function (Platanios et al. 2019) and geometric progression function (Penha and Hauff 2020)) in our future studies.

As explained before, given the inconsistent findings of CL in various scenarios, we fed the training samples not only in an easy-to-hard order but also in a hard-to-easy order (denoted as Anti-CL) to evaluate the effectiveness of the four pre-defined difficulty measurers. That is, only the \( \lambda \) proportion of the most difficult samples should be used to train a model at the \( t \)-th epoch.

Experimental Setup

Feature engineering for the AES model. Following (Uto, Xie, and Ueno 2020), we engineered four types of essay-level features as part of the input to empower the AES model described in Sec., including length-based features, syntactic features, word-level features, and readability features. Note that each feature was standardized to have a mean of 0 and a standard deviation of 1.0.

Baselines. We implemented two baselines for comparisons: (i) Baseline w/o CL, which refer to the vanilla versions of the selected ASAS and AES models without applying any CL strategies; and (ii) Random curriculum, in which the proportion of samples used at the \( t \)-th training epoch is the same as that of a CL strategy (i.e., as defined in Equation (3)), but the samples were randomly selected from the whole dataset, i.e., being in random difficulty order. This was used to scrutinize whether the observed performance change of a model was caused due to the changing sample size in different epochs (Wu, Dyer, and Neyshabur 2020).

Model implementation. We constructed the scoring models based on the pre-trained bert-base-cased encoder\(^6\) implemented by the Python package Transformers\(^7\). Specifically, to obtain the ASAS scoring model, we simply added a classification layer on top of the bert-base-cased. For the AES scoring model, the representation vector output by the bert-base-cased encoder and the essay-level features were concatenated to reach an augmented representation vector, which served as the input into a regression layer (linear layer with sigmoid activation) to predict the final score.

\(^6\)It had 12 layers, with 768 neurons in each hidden layer and the number of attention heads is 12.

\(^7\)https://github.com/huggingface/transformers
Different from the ASAS scoring model, the AES model training adopts the mean square error (MSE) loss function, where the scores of the training samples are normalized to [0, 1] (rescaled to the original score range at the prediction stage). All the codes used in this study can be accessed via https://github.com/douglashiwo/CurriculumLearningATS.

Model training. For each prompt, we randomly split the data into training, validation, and testing sets in the ratio of 70% : 15% : 15%. When training a model, we set the batch-size as 16 and the number of training epochs as 5. We selected the learning rate from \( \{2e^{-5}, 3e^{-5}, 5e^{-5}\} \) and Adam with decoupled weight to optimize the model. Note that the above parameter selections were guided by Devlin et al. (2019). The best combinations of parameters for each prompt were determined based on the model’s performance in the validation set (measured by QWK). Each reported result is a mean over 5 independent runs with the same hyper-parameters.

Model evaluation. In line with previous works (Uto, Xie, and Ueno 2020; Ormerod, Malhotra, and Jafari 2021), we adopted the metric Quadratic Weighted Kappa (QWK) to measure the agreement between the predicted scores derived by an ATS model and the ground truth scores.

Results

Results on ASAS. Table 3 details the results on the ASAS dataset. We can observe that Random curriculum showed no improvement over Baseline w/o CL on average QWK, implying that simply changing the size of the training set over each epoch (time step) cannot guarantee performance improvement. By comparing the results of Baseline w/o CL with those of different CL strategies, we can make several interesting observations. Firstly, when considering the average QWK over all prompts, we noticed that both pre-defined and automatic measurers delivered better scoring performance. For instance, Readability and Errors measurers outperformed Baseline w/o CL in both of the Curr and Anti-Curr schedulers. Besides, both the two automatic strategies outperformed Baseline w/o CL. Among all these strategies, the Static gained the maximum improvement (4.5%) over Baseline w/o CL. Secondly, when scrutinizing the results in each prompt, interestingly, we found that both the pre-defined and automatic strategies seemed to have been effective in certain prompts (e.g., Prompt 2, 3 and 4). Notice that these prompts contained a much larger fraction of answers that can be difficult to be accurately assessed. For example, the fraction of answers which received different scores from human graders in Prompt 3 was 23.9%. Note that Prompt 3 was also the one in which CL strategies presented the greatest improvements over baseline. This suggests that, CL tended to be effective when dealing with challenging tasks, which is in line with the findings reported by Wang, Chen, and Zhu (2021). Thirdly, among the four pre-defined difficulty measurers, Readability tended to be superior to the others, i.e., achieving the best performance when employed with the Anti-Curr scheduler and the second best when employed with the Curr scheduler. Finally, the advantage of the Curr scheduler over the Anti-Curr scheduler was unclear, since these two schedulers had each shown some superiority in specific prompts. This is also supported by Zhang et al. (2018); Pi et al. (2016); Braun, Neil, and Liu (2017); Wang, Chen, and Zhu (2021), which demonstrated that the easy-to-hard training order is not necessarily better than the order of hard-to-easy, reminding us that a training sample perceived easy by human might not be as easy for machine learning models and vice versa. To summarize, these results together imply that CL brought performance improvement of certain extent in scoring relatively short and easy answers.

Results on AES. Table 4 details the results on the AES dataset. Based on Table 4, we can make several observations similar to the ASAS results presented in Table 3. Firstly, no overall improvement was brought by Random curriculum compared to Baseline w/o CL. This corroborates that it is necessary to consider the difficulty of training samples when applying CL strategies to ATS models. Secondly, both the pre-defined and automatic measurers displayed certain improvements over Baseline w/o CL. For instance, Readability, Errors, and Distinct-1 all outperformed Baseline w/o CL with the Anti-Curr scheduler. As for the automatic strategies, only Static was shown to be superior to Baseline w/o CL. Among all these strategies, the best performance was given by the pre-defined measurer Readability with the Anti-Curr scheduler. Thirdly, among the four proposed measurers, Errors tended to be more robust compared to the others with both the Curr and Anti-Curr schedulers, though there is no significant superiority observed between Curr and Anti-Curr. However, it is worth noting that all the observed improvements are rather limited, i.e., less than 1%. Also, when delving into the results for each prompt, we notice that the proposed strategies tended to be more effective in certain prompts (i.e., Prompt 1, 3, 4, 6). Surprisingly, these prompts have a relatively higher fraction of essays (about 70% on average) which received the same score from human graders, while this fraction is only 48.3% for the rest of the prompts (i.e., Prompt 2, 5, 7, 8). Therefore, prompts 1, 3, 4, and 6 can be regarded as relatively easier to be assessed. This implies that CL might be rather limited in boosting the ATS performance when dealing with particularly difficult tasks. For instance, the fraction of essays in Prompt 7 and Prompt 8 which received the same score from human graders are only 2% and 28%, respectively. When scrutinizing the results on these two prompts, most of the proposed CL strategies showed no performance improvement over Baseline w/o CL.

Discussion and Conclusion

Automatic scoring of student-authored responses, e.g., short answers and essays, is a long-standing task in the field of education. Though various models have been proposed to tackle this task, it remained largely unknown whether the performance of these models could be further boosted by carefully selecting data in the training process. In this study, we therefore investigated the effectiveness of CL strategies
in empowering the performance of ATS in the tasks of ASAS and AES. Specifically, we designed a set of four pre-defined measurers and one automatic measurer to describe the difficulty of a data sample, and investigated their effectiveness in both the easy-to-hard and hard-to-easy training paradigms. Through extensive evaluations on two different datasets, we showed that CL indeed can boost the performance of existing state-of-the-art ATS models used in education and the number of grammatical errors contained in a textual response can be used as an effective metric to measure the training difficulty of the response. More importantly, we demonstrated that, when assessing relatively short and easy answers, CL tended to display a stronger power in empowering the performance of ATS models.

Table 3: Results (QWK) on the ASAS dataset. Results in bold indicate being superior to that of Baseline w/o CL. Underlined results indicate being superior to that of Random Difficulty. Curr and Anti-Curr denote the easy-to-hard and hard-to-easy learning orders, respectively. A higher QWK indicates a better model performance.

<table>
<thead>
<tr>
<th>Prompt ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline w/o CL</td>
<td>0.803</td>
<td>0.603</td>
<td>0.069</td>
<td>0.678</td>
<td>0.657</td>
<td>0.777</td>
<td>0.631</td>
<td>0.612</td>
<td>0.706</td>
<td>0.755</td>
<td>0.629</td>
</tr>
<tr>
<td>Random difficulty</td>
<td>0.813</td>
<td>0.630</td>
<td>0.115</td>
<td>0.689</td>
<td>0.689</td>
<td>0.696</td>
<td>0.604</td>
<td>0.574</td>
<td>0.715</td>
<td>0.740</td>
<td>0.627</td>
</tr>
</tbody>
</table>

Table 4: Results (QWK) on the AES dataset. Results in bold indicate being superior to that of Baseline w/o CL. Underlined results indicate being superior to that of Random Difficulty. Curr and Anti-Curr denote the easy-to-hard and hard-to-easy learning orders, respectively. A higher QWK indicates a better model performance.

<table>
<thead>
<tr>
<th>Prompt ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline w/o CL</td>
<td>0.748</td>
<td>0.618</td>
<td>0.628</td>
<td>0.802</td>
<td>0.788</td>
<td>0.793</td>
<td>0.823</td>
<td>0.677</td>
</tr>
<tr>
<td>Random difficulty</td>
<td>0.770</td>
<td>0.585</td>
<td>0.659</td>
<td>0.813</td>
<td>0.769</td>
<td>0.789</td>
<td>0.771</td>
<td>0.669</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prompt ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline w/o CL</td>
<td>0.761</td>
<td>0.627</td>
<td>0.632</td>
<td>0.792</td>
<td>0.775</td>
<td>0.798</td>
<td>0.820</td>
<td>0.617</td>
</tr>
<tr>
<td>Random difficulty</td>
<td>0.765</td>
<td>0.614</td>
<td>0.698</td>
<td>0.815</td>
<td>0.789</td>
<td>0.771</td>
<td>0.810</td>
<td>0.577</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prompt ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline w/o CL</td>
<td>0.745</td>
<td>0.575</td>
<td>0.673</td>
<td>0.807</td>
<td>0.799</td>
<td>0.804</td>
<td>0.819</td>
<td>0.631</td>
</tr>
<tr>
<td>Random difficulty</td>
<td>0.788</td>
<td>0.563</td>
<td>0.666</td>
<td>0.806</td>
<td>0.758</td>
<td>0.806</td>
<td>0.818</td>
<td>0.683</td>
</tr>
</tbody>
</table>

Reason behind this and further improve ATS models, one future direction to improve this study is to dissect and observe how those ATS models change during the training process (e.g., the attention weights given to the input text across different training epochs), based on which better CL strategies can be developed. In addition, as we only investigated one type of training scheduler in this study, it would be worthwhile to incorporate more advanced scheduling strategies (e.g., those proposed in Platanios et al. (2019); Penha and Hauff (2020)) to further empower the ATS models, especially for the task of AES.
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