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Abstract
To reduce human annotations for relation extraction (RE) tasks, distantly supervised approaches have been proposed, while struggling with low performance. In this work, we propose a novel DSRE-NLI framework, which considers both distant supervision from existing knowledge bases and indirect supervision from pretrained language models for other tasks. DSRE-NLI energizes an off-the-shelf natural language inference (NLI) engine with a semi-automatic relation verbalization (SARV) mechanism to provide indirect supervision and further consolidates the distant annotations to benefit multi-classification RE models. The NLI-based indirect supervision acquires only one relation verbalization template from humans as a semantically general template for each relationship, and then the template set is enriched by high-quality textual patterns automatically mined from the distantly annotated corpus. With two simple and effective data consolidation strategies, the quality of training data is substantially improved. Extensive experiments demonstrate that the proposed framework significantly improves the SOTA performance (up to 7.73% of F1) on distantly supervised RE benchmark datasets. Our code is available at https://github.com/kangISU/DSRE-NLI.

1 Introduction
Relation extraction (RE) has been studied intensively in the past years (Zhou and Chen 2021; Zhang et al. 2017; Zelenko, Aone, and Richardella 2003). It aims to extract the relations among entities from text and plays an important role in various natural language processing (NLP) tasks such as knowledge graph construction (Distiawan et al. 2019), question answering (Yu et al. 2017), and text summarization (Hachey 2009). In this paper, we define the RE task as identifying the pre-defined relation for a pair of entity mentions in a given sentence.

Due to the cost of human annotations for RE tasks, researchers have been trying to develop alternative approaches without requiring human annotations. Specially, two practically appealing learning strategies have shown promising results: distantly supervised learning using large noisy training data and zero-shot learning using indirect supervision.

Distant supervision acquires massive annotations using existing in-domain knowledge bases (Ma et al. 2021; Zheng et al. 2019; Jia et al. 2019). A commonly adopted distant annotation process for RE tasks is that if two entities participate in a relationship in the knowledge base, then all sentences in the training corpus with these two entities are labeled as positive examples of that relation (Mintz et al. 2009; Riedel, Yao, and McCallum 2010).

Distantly supervised methods usually face high label noise in training data due to the annotation process, since not all sentences with the entity pair express the relationship. Figure 1 shows some examples of distant annotations for the founders relationship. Since Akio Morita and Sony have the founders relationship in the knowledge base, all sentences with the two entities are labeled as positive, introducing the false positive problem (Sentence 3). On the other hand, due to the limited coverage of the knowledge base, Sentence 5 is labeled as negative, introducing the false negative problem. Therefore, existing distantly supervised methods are proposed to tackle the noise in training data (Ma et al. 2021; Jia et al. 2019; Zheng et al. 2019; Lin et al. 2016; Zeng et al. 2015).

Recently, indirectly supervised methods have taken advantage of pretrained models for other NLP tasks to solve RE tasks in the zero-shot setting. For example, RE tasks have been reformulated as question answering problems (Levy et al. 2017), as natural language inference (NLI) tasks (Obamuyide and Vlachos 2018; Sainz et al. 2021), and as text summarization tasks (Lu et al. 2022). Performance in the zero-shot setting, however, still has a significant gap, and highly relies on the quality and diversity of relation paraphrase templates. For example, we apply the NLI-based method (Sainz et al. 2021) with a relation verbalization template {subj} was founded by {obj}...
for sentences in Figure 1. For Sentence 2, the model cannot align co-founder meaning with it and thus mislabels.

In this work, we introduce indirect supervision into distantly supervised RE (DSRE) tasks for the first time to improve their performance. Specifically, the proposed DSRE-NLI energizes an off-the-shelf NLI engine with a novel semi-automatic relation verbalization (SARV) mechanism to diagnose label noise in distant annotations. To involve as little as possible human effort in the relation verbalization process, we acquire only one semantically general template from humans for each relationship. To improve the semantic diversity of relation templates, we conduct an NLI-involved textual pattern mining and grouping process to enrich the template set of each relationship by choosing high-quality textual patterns from the distantly annotated corpus. These relation verbalization templates are used as-is for an NLI-based zero-shot RE on the training corpus to provide indirect supervision, which further consolidates the distant annotations with two simple and effective strategies. Finally, the consolidated training data are used to train traditional multi-class RE models for prediction.

In empirical studies, we use two real DSRE benchmark datasets and a simulated dataset to evaluate the proposed method. The results show that the proposed DSRE-NLI consistently outperforms the state-of-the-art models by large margins. The ablation study demonstrates that the mined relation patterns by SARV can significantly benefit indirect supervision. The simulation study shows that DSRE-NLI can create high-quality training data.

2 Related Work

2.1 Distantly Supervised Relation Extraction

Mintz et al. (2009) propose the DSRE task for the first time. It assumes that if two entities participate in a relation, then all sentences mentioning the two entities express that relation. Riedel, Yao, and McCallum (2010) argue that the assumption is too strong in real practice, so they modify the assumption as if two entities participate in a relation, at least one sentence that mentions the two entities expresses that relation. This assumption is further modified to allow multiple labels for an entity pair (Hoffmann et al. 2011; Surdeanu et al. 2012).

The research focus of distantly supervised methods, belonging to weakly supervised learning in a broad sense, is to tackle the noise in training data, especially the false positive problem. One strategy is to apply the multi-instance learning framework (Hoffmann et al. 2011; Surdeanu et al. 2012; Zeng et al. 2015; Lin et al. 2016; Jiang et al. 2018). These methods form positive bags of sentences for a relation following the expressed-at-least-once assumption. Then the learner is trained on sentence bags instead of individual sentences. However, Feng et al. (2018) first report that bag-level methods struggle in sentence-level prediction, which is also verified by Jia et al. (2019) and Ma et al. (2019).

Another line of approaches adopts various sentence-level denoising strategies. For example, pattern mining methods have been shown to be effective in reducing false positives in training data (Li et al. 2018a; Qu et al. 2018; Zheng et al. 2019; Jia et al. 2019). However, pattern-based methods tend to have low recall since pattern matching is a restricted process. Some methods apply reinforcement learning to automatically recognize false positive samples (Feng et al. 2018; Qin, Xu, and Wang 2018; He et al. 2020b). Ma et al. (2021) employ negative training to denoise and use a relabeling mechanism to iteratively train RE models.

2.2 Zero-Shot Relation Extraction

Zero-shot RE methods apply indirect supervision and convert RE tasks to other NLP tasks (Levy et al. 2017; Obamuyide and Vlachos 2018; Sainz et al. 2021; Lu et al. 2022). For the zero-shot setting, human annotators do not label any samples but are usually asked to generate relation paraphrase templates. For example, Levy et al. (2017) use crowdsourcing to generate question templates. Sainz et al. (2021) ask human annotators to generate verbalization templates for at most 15 minutes per relation. These methods show that the few-shot setting performs significantly better than the zero-shot setting, but requires some human efforts for annotating training samples.

In this paper, we adopt NLI-based indirect supervision for two reasons: 1) relation verbalization templates can be directly obtained from textual patterns mined from distantly labeled corpus; 2) the inference step from NLI to RE is straightforward.

3 Preliminary

3.1 RE Task Definition

We formalize the RE task as follows. Let \( x = [x_1, \ldots, x_n] \) denote a sentence, where \( x_i \) is the \( i \)-th token. An entity pair \( (e_{subj}, e_{obj}) \), referring to the subject and object entities, respectively, is identified in the sentence, where \( e_{subj} = [x_{ss}, \ldots, x_{se}] \) and \( e_{obj} = [x_{os}, \ldots, x_{oe}] \) are two non-overlapping consecutive spans. Given an instance, which includes the sentence \( x \), and the specific positions and entity types of \( e_{subj} \) and \( e_{obj} \), the goal is to predict the relation \( r \in \mathcal{R} \cup \{NA\} \) that holds between \( e_{subj} \) and \( e_{obj} \), where \( \mathcal{R} \) is a pre-defined relation set, and NA indicates that no relation from \( \mathcal{R} \) is expressed between them.

3.2 Distant Annotation

To construct distantly annotated training data, named entity mentions are first recognized from the corpus by named entity recognition (NER) methods (Meng et al. 2021; Zhou, Li, and Li 2022). Then, by exact string matching, the named entity mentions are linked to the entities in the knowledge base (e.g., Freebase) that covers the relations of interest (i.e., \( \mathcal{R} \)). If a sentence contains two entity mentions that have a relation of interest in the knowledge base, then a corresponding instance will be generated and labeled as the relation type \( r \). Otherwise, an instance labeled as NA will be generated.

3.3 NLI for RE

Since our framework will utilize the reformulation of RE into NLI to obtain indirect supervision, here we briefly introduce the reformulation schema proposed in Sainz et al. (2021). Given a textual premise and a hypothesis, NLI, also
known as textual entailment, is to determine whether the premise entails, or is neutral to, or contradicts the hypothesis. The reformulation requires three sub-processes: relation verbalization, NLI input generation, and relation inference.

Relation verbalization is to verbalize a relation by a simple paraphrase of only a few tokens. Such paraphrases are called verbalization templates. For example, \{subj\} was founded by \{obj\} is a verbalization template for the relation /business/company/founders from Freebase, where \{subj\} and \{obj\} are placeholders. Note that a relation can have multiple verbalization templates. For example, \{obj\} is a founder of \{subj\} can be another template for founders relation. For a relation \(r \in \mathcal{R}\), Sainz et al. (2021) give 15 minutes to human annotators to generate several templates and construct a verbalization template set \(\mathcal{T}_r\), and \(|\mathcal{T}_r| \geq 1\).

NLI input generation is to generate premise-hypothesis pairs for each sentence. These pairs will be taken as input by an NLI model. Given a template \(t \in \mathcal{T}_r\) and a sentence \(x\) mentioning two entities \(e_{subj}\) and \(e_{obj}\), NLI input generation yields a premise-hypothesis pair \((x, h)\), where \(h = hyp(t, e_{subj}, e_{obj})\) with \(hyp(\cdot)\) substituting placeholders in the template with actual entities.

Relation inference is to infer the relationship expressed by two entity mentions in a sentence from the outputs of an NLI model. Taking a premise-hypothesis pair \((x, h)\) as input, an NLI model with a softmax output layer yields a probability distribution \(P_{NLI}(x, h)\) over entailment (E), neutrality (N), and contradiction (C). Then, the probability of \((e_{subj}, e_{obj})\) expressing relation \(r\) in sentence \(x\) is computed by:

\[
P_r(x, e_{subj}, e_{obj}) = \delta_r \max_{t \in \mathcal{T}_r} P_{NLI}(x, h),
\]

where \(P_{NLI}^{E}\) is the probability of entailment and \(\delta_r\) is an indicator function to tackle entity type constraints. Occasionally, a template can verbalize more than one relation, which will bring ambiguity in later inference. For example, \{subj\} was born in \{obj\} can verbalize both country_of_birth and city_of_birth. \(\delta_r\) considering NER type information can tackle this issue. \(\delta_r(e_{subj}, e_{obj}) = 1\) if \(\text{NER}(e_{subj}, e_{obj}) \in \mathcal{E}_r\), otherwise 0, where \(\mathcal{E}_r\) is a set of NER type constraints for relation \(r\). For example, the former requires \(\text{NER}(\cdot) \in \{\text{PERSON:country}\}\), while the latter requires \(\text{NER}(\cdot) \in \{\text{PERSON:city}\}\). Then, the final predicted relation \(\hat{r}\) of \((e_{subj}, e_{obj})\) in \(x\) is given by:

\[
\hat{r} = \arg\max_{r \in \mathcal{R}} P_r(x, e_{subj}, e_{obj}).
\]

Note that if \(\max_{r \in \mathcal{R}} P_r(x, e_{subj}, e_{obj}) \leq \tau\), then \(\hat{r} = \text{NA}\), where \(\tau\) is a threshold that is a hyperparameter.

Sainz et al. (2021) propose two settings: zero- and few-shot. Zero-shot directly uses a pretrained NLI model, while few-shot uses training data with ground truth labels to fine-tune the pretrained NLI model. Zero-shot shows a significant gap in performance compared with few-shot.

4 Methodology

This section introduces the proposed framework DSRE-NLI. Figure 2 illustrates the architecture. We use the distant annotation process in Section 3.2 to provide distant supervision (DS) and the NLI-based zero-shot RE in Section 3.3 to provide indirect supervision (IS). The proposed SARV generates high-quality textual patterns from the distantly annotated corpus for each relationship. Then the patterns together with one human-generated general template are used for the NLI model to provide indirect supervision. Finally, the distant annotations are consolidated with the results of the NLI model and used for the multi-class RE model training.

4.1 Semi-Automatic Relation Verbalization

The performance of the NLI-based zero-shot RE is highly dependent on the quality and diversity of verbalization templates, where template quality reflects if a template accurately conveys the semantic meaning of the relationship, and template diversity reflects the semantic coverage of templates. As introduced in Section 3.3, the reformulation of RE into NLI requires human-written templates.

However, human-written templates are usually prone to semantic generalization and duplication, and may not fit the writing style of the specific corpus, leading to poor performance and computational inefficiency in the zero-shot setting. For example, in Figure 2 the human-written template \{obj\} is the nationality of \{subj\} may be too general to capture the specific expressions of relation nationality in the corpus.

Furthermore, a pretrained NLI model determines text entailment differently from humans, making it harder for humans to propose diverse useful templates. For example, an annotator may provide both \{subj\} is the parent of \{obj\} and \{obj\} is the son of \{subj\} for relation children, believing the two templates increase the semantic diversity than a single one. However, a pretrained NLI model may determine that the latter actually strongly entails the former, indicating that the latter has no contribution to the diversity because of an observed transition property that if sentence \(x\) entails template \(t_1\), and \(t_1\) entails template \(t_2\), then \(x\) entails \(t_2\). On the other hand, an annotator may think \{subj\} was founded by \{obj\} is similar to \{obj\} is a co-founder of \{subj\} for relation founders and thus omit one. However, a pretrained NLI model may not determine that they strongly entail each other, which means that the two templates may
improve the semantic coverage. Therefore, without prior knowledge of the corpus and the NLI model behavior, it is hard for an annotator to propose proper and diverse templates for specific relationships.

To overcome the template fitness and diversity issues, we propose a novel semi-automatic relation verbalization (SARV) method by considering the content of the distantly annotated corpus, so that an annotator can efficiently select templates of higher quality and higher diversity for each relationship.

We propose to generate template candidates by textual pattern mining and grouping. Pattern mining from the distantly annotated corpus can discover various expression styles in the specific corpus. Pattern grouping can discard semantically duplicated templates, and thus improve computational efficiency. Moreover, pattern grouping can accumulate the pattern frequency in individual groups so as to highlight truly useful semantic patterns.

Pattern Mining and Grouping For each relationship, we collect all the distantly labeled instances of it and conduct a simple pattern mining that directly takes the token sequence between subject and object entities, which is easy and efficient. To ensure the quality of candidate patterns, we use three criteria to filter patterns: 1) pattern frequency should be higher than a threshold; 2) pattern length should be shorter than a threshold; 3) a pattern must contain at least one non-stop-word. Advanced pattern mining techniques can also be applied, such as PATTY (Nakashole, Weikum, and Suchanek 2012), mining patterns from the shortest dependency path between a pair of entities, and MetaPAD (Jiang et al. 2017), mining patterns from entire sentences.

Previous pattern mining methods use shallow features to group patterns into semantic clusters, such as pattern lexicon and extraction overlaps (Li et al. 2018b; Nakashole, Weikum, and Suchanek 2012; Jiang et al. 2017) and pattern embeddings (Li et al. 2018a). These methods do not group patterns with semantic understanding of the patterns. Therefore, we propose an NLI-based pattern grouping method.

We first define semantic duplication from the perspective of the NLI task as follows.

**Definition.** Given patterns \( p_1 \) and \( p_2 \) of relation \( r \), and \( |p_1| \geq |p_2| \), if \( p_1 \) strongly entails \( p_2 \) (i.e., \( P^E_{\text{NLI}}(p_1, p_2) \geq \tau \) by an NLI model, then we say \( p_1 \) is semantically duplicated to \( p_2 \).

Pattern grouping aims to reduce semantic duplication and only maintain the semantically distinct representative patterns for each relation. To do so, we first rank the initial patterns from the mining results by their length. Then starting from the shortest pattern, we recursively use a pretrained NLI model to determine which patterns from the rest longer ones are semantically duplicated to the pattern. If \( |p_j| \geq |p_i| \) and \( p_j \) is duplicated to \( p_i \), then \( p_j \) is grouped with \( p_i \) and the frequency of \( p_j \) will be added to that of \( p_i \). After the grouping process, the shortest (semantically dense) patterns of individual groups will be the final representative patterns for the specific relation, and they will be ranked by their group frequencies (i.e., accumulated frequencies of all patterns in the group) for the further manual screening.

**Algorithm 1: SARV**

Input: Distantly labeled corpus \( C \) and relation label \( r \)
Output: Template set \( T_r \)
1. \( r \)-mine an initial pattern set \( P^\text{initial}_r \) from \( C \);
2. sort \( P^\text{initial}_r \) by pattern length \( |p| \) in increasing order;
3. \( P' \leftarrow \emptyset \);
4. for \( p_i \in P^\text{initial}_r \) do
5. \( P' \leftarrow P' \cup \{p_i\} \);
6. for \( p_i \in P^\text{initial}_r \) - \( P' \) do
7. if \( f_{p_i} > 0 \) and \( f_{p_j} > 0 \) and \( p_j \Rightarrow p_i \) then
8. \( f_{p_i} \leftarrow f_{p_i} + f_{p_j} \);
9. \( f_{p_j} \leftarrow 0 \);
10. \( P^\text{grouped}_r \leftarrow P^\text{initial}_r \setminus \{p \mid f_p = 0\} \);
11. request a general template \( t \), and add into \( T_r \);
12. for \( p_j \in P^\text{grouped}_r \) do
13. if \( p_j \Rightarrow t \), then
14. \( f_{p_j} \leftarrow 0 \);
15. \( P^\text{grouped}_r \leftarrow P^\text{grouped}_r \setminus \{p \mid f_p = 0\} \);
16. sort \( P^\text{grouped}_r \) by pattern frequency, then select high-quality patterns from \( P^\text{grouped}_r \), and add into \( T_r \);
17. return \( T_r \);

**Template Generation and Selection** Since a pre-defined relation label usually conveys the semantic meaning of the relation, an annotator can easily propose one semantically general verbalization template as a general template for each relation even without much domain knowledge. This can guarantee there is at least one template of high quality. It is important especially for long-tail relationships where the patterns are sparse. With the general template, we can continue shrinking the pattern candidates of each relation by removing patterns that are semantically duplicated to it. From the results, human annotators further select high-quality patterns as additional templates.

Algorithm 1 summarizes the SARV process, where ‘\( \Rightarrow \)’ denotes ‘semantically duplicated to’, and \( f_p \) denotes the frequency of \( p \). Line 1 is conducting pattern mining. Lines 2-10 are conducting pattern grouping. Lines 11-16 are performing template generation and selection.

**4.2 Training Data Consolidation**

Recall from Section 3.2, the distant supervision can annotate a set of instances for each relation \( r \in \mathcal{R} \cup \{\text{NA}\} \). Our first consolidation strategy is to use a pretrained NLI model to filter all distantly annotated sets. For the set of instances annotated as \( r \) by distant supervision, if an instance is not predicted as \( r \) by the NLI model, it will be removed. That is, the intersection of the results from DS and IS. We call this strategy as IPIN (Intersection of Positives and Intersection of Negatives).

Another strategy is to use only IS to construct the set of instances for relation \( r \in \mathcal{R} \) and use the intersection of DS and IS to construct the set of instances for NA. The reason is that the intersection of positive instances may reduce the size of positive instances significantly and impact the learn-
mal RE models, we consider two representative models, DSRE methods, and zero-shot RE methods. For normally labeled data, three categories of methods including normal RE models, DSRE methods, and zero-shot RE methods. We compare the proposed DSRE-NLI with the two consolidation strategies. Although in their experiments, the typed entity marker strategy performed better, for the DSRE task, we find that entity mask is more tolerant to the label noise. This is because the pretrained language model (BERT in our case) has strong prior knowledge about entities and the noise in training can strengthen the reliance on prior knowledge. Without the surface names of entities, the model learns from the context of the sentences instead and thus is more robust to label noise.

## 4.3 Multi-Class RE Model

Using the consolidated training data, we can train a multi-class RE model. We adopt the architecture proposed by Zhou and Chen (2021) using entity mask as the entity representation. Although in their experiments, the typed entity marker strategy performed better, for the DSRE task, we find that entity mask is more tolerant to the label noise. This is because the pretrained language model (BERT in our case) has strong prior knowledge about entities and the noise in training can strengthen the reliance on prior knowledge. Without the surface names of entities, the model learns from the context of the sentences instead and thus is more robust to label noise.

## 5 Experiments

### 5.1 Experiments on Real Distantly Annotated Datasets

**Datasets and Evaluation Metrics** We conduct experiments to evaluate the proposed framework on the widely-used public dataset: New York Times (NYT), which is a large-scale distantly labeled dataset constructed from NYT corpus using Freebase as the distant supervision (Riedel, Yao, and McCallum 2010). Recently, Jia et al. (2019) manually labeled a subset of the data as the testing set for a more accurate evaluation and constructed two versions of the dataset: NYT10.1 and NYT10.2. The latter version is released after their paper publication. The statistics of the two datasets are summarized in Table 1, and more details about the instance generation can be found in Technical Appendix Section 1. We report the evaluation results in terms of precision, recall, and F1 score. For all metrics, the higher the better.

**Baseline Methods** We compare the proposed DSRE-NLI with three categories of methods including normal RE models, DSRE methods, and zero-shot RE methods. For normal RE models, we consider two representative models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NYT10.1</th>
<th>NYT10.2</th>
<th>TACREV</th>
</tr>
</thead>
<tbody>
<tr>
<td># relation</td>
<td>10</td>
<td>11</td>
<td>41</td>
</tr>
<tr>
<td># total inst</td>
<td>376,355</td>
<td>373,643</td>
<td>68,124</td>
</tr>
<tr>
<td># pos inst</td>
<td>95,519</td>
<td>92,807</td>
<td>13,012</td>
</tr>
<tr>
<td>Dev</td>
<td># total inst</td>
<td>2,379</td>
<td>4,569</td>
</tr>
<tr>
<td># pos inst</td>
<td>338</td>
<td>973</td>
<td>5,300</td>
</tr>
<tr>
<td>Test</td>
<td># total inst</td>
<td>2,164</td>
<td>4,482</td>
</tr>
<tr>
<td># pos inst</td>
<td>330</td>
<td>1,045</td>
<td>3,123</td>
</tr>
</tbody>
</table>

Table 1: Statistics of used datasets.

### 5.2 Experiments on Real Distantly Annotated Datasets

**Datasets and Evaluation Metrics** We conduct experiments to evaluate the proposed framework on the widely-used public dataset: New York Times (NYT), which is a large-scale distantly labeled dataset constructed from NYT corpus using Freebase as the distant supervision (Riedel, Yao, and McCallum 2010). Recently, Jia et al. (2019) manually labeled a subset of the data as the testing set for a more accurate evaluation and constructed two versions of the dataset: NYT10.1 and NYT10.2. The latter version is released after their paper publication. The statistics of the two datasets are summarized in Table 1, and more details about the instance generation can be found in Technical Appendix Section 1. We report the evaluation results in terms of precision, recall, and F1 score. For all metrics, the higher the better.

**Baseline Methods** We compare the proposed DSRE-NLI with three categories of methods including normal RE models, DSRE methods, and zero-shot RE methods. For normal RE models, we consider two representative models.

### 5.3 Multi-Class RE Model

Using the consolidated training data, we can train a multi-class RE model. We adopt the architecture proposed by Zhou and Chen (2021) using entity mask as the entity representation. Although in their experiments, the typed entity marker strategy performed better, for the DSRE task, we find that entity mask is more tolerant to the label noise. This is because the pretrained language model (BERT in our case) has strong prior knowledge about entities and the noise in training can strengthen the reliance on prior knowledge. Without the surface names of entities, the model learns from the context of the sentences instead and thus is more robust to label noise.

## 5 Experiments

### 5.1 Experiments on Real Distantly Annotated Datasets

**Datasets and Evaluation Metrics** We conduct experiments to evaluate the proposed framework on the widely-used public dataset: New York Times (NYT), which is a large-scale distantly labeled dataset constructed from NYT corpus using Freebase as the distant supervision (Riedel, Yao, and McCallum 2010). Recently, Jia et al. (2019) manually labeled a subset of the data as the testing set for a more accurate evaluation and constructed two versions of the dataset: NYT10.1 and NYT10.2. The latter version is released after their paper publication. The statistics of the two datasets are summarized in Table 1, and more details about the instance generation can be found in Technical Appendix Section 1. We report the evaluation results in terms of precision, recall, and F1 score. For all metrics, the higher the better.

**Baseline Methods** We compare the proposed DSRE-NLI with three categories of methods including normal RE models, DSRE methods, and zero-shot RE methods. For normal RE models, we consider two representative models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSRE-NLI</td>
<td>NYT10.1</td>
<td>0.80</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>DSRE-NLI</td>
<td>NYT10.2</td>
<td>0.85</td>
<td>0.95</td>
<td>0.90</td>
</tr>
</tbody>
</table>

**Main Results** We summarize the comparison results in Table 2 on dev and test sets of NYT10.1 and NYT10.2, respectively. Note that DSRE-NLI does not use the dev set to tune any hyperparameter. The first category of baseline methods treats the distant annotations as ground truth labels, and the results show that they suffer from low precision. It validates that for the distantly annotated data, high false positive rate is the major issue. With the denoising process, the DSRE methods clearly improve the precision and achieve significantly higher F1 scores. The zero-shot method (i.e., \( \text{NPIN_{BERT-genr}} \)) obtains high precision, either the best or the runner-up among all methods, but suffers from low recall. It implies that the general template for each relation has considerably low semantic coverage.

The results clearly show that the proposed DSRE-NLI framework significantly outperforms previous state-of-the-art methods. DSRE-NLI with the two consolidation strategies either achieves the best or the runner-up overall performance (F1). DSRE-NLI\text{NPIN} outperforms on NYT10.1 test set by a margin of 6.56% of F1 compared with the best baseline (\text{SENT\text{BiLSTM+BERT}}), and DSRE-NLI\text{NPIN} outperforms on NYT10.2 test set by a margin of 7.73% of F1 comparing with the best baseline (ARNOR). Comparing the two
Ablation Study  We conduct ablation studies to investigate the contributions of DS, IS, and pattern mining and grouping to the overall DSRE performance. Table 3 summarizes the results on combined dev and test data because DSRE-NLI does not use the dev set to tune any hyperparameter.

The first category of studies examines the importance of pattern mining and grouping for IS only. With the additional chosen patterns, the F1 score increases 11.57% and 9.61% on the two datasets, respectively, compared with using general templates only. The results indicate that SARV increases the semantic diversity of the relation verbalization. The only additional manual effort is to select patterns from candidates, which requires much less effort than designing diverse templates from scratch. On average, the pattern mining method can find around 44 patterns per relation initially (Table 4), but after pattern grouping, most patterns are merged, resulting in just around 5 patterns per relation for manual screening. The human annotator chose around 2.5 patterns initially, but after pattern grouping, most patterns are merged, resulting in just around 5 patterns per relation for manual screening. More details can be found in Tables 11 and 12 in Technical Appendix.

The second category of studies examines the impact of IS consolidation for the DSRE task. It is clear that using DS directly for training, the multi-class RE model performs poorly. Using IS with general templates for data consolidation (e.g., IPIN), we can see that the overall performance boosts significantly, gaining 12.85% and 15.30% of F1 scores on the two datasets, respectively. With selected patterns mined from the corpus, the performance further improves for 4.17% and 1.34%, respectively.

Case Study  We use nationality from NYT10.1 dataset as an example relation to illustrate the process of DSRE-NLI. Table 5 illustrates the relation patterns generated by SARV. The patterns are sorted by the frequency after pattern grouping, and the check marks after the patterns indicate if the pattern is selected. We can see that the ranks and the frequencies before and after pattern grouping are very different, indicating the grouping can merge semantically similar patterns. It is interesting to see that most patterns imply that the person is the leader of the country, which indeed implies the person’s nationality. Humans may find it hard to construct such patterns without reading the corpus.

The relation extraction performance on nationality is shown in Table 6. We can see that both IPIN and NPIN strategies can significantly reduce the training instances of this relation, but the performance is improved, indicating that the removed instances are likely to be noise.

Fine-tuning NLI Models with Distantly Annotated Training Data  Since fine-tuning NLI models using training data with ground-truth labels and human-written relation templates demonstrates significant improvement for RE tasks in the previous work (Sainz et al. 2021), here we examine if fine-tuning the NLI model with the distant annotations can also bring the improvement for DSRE tasks. We follow the fine-tuning process in Sainz et al. (2021) and further tune the NLI model using the distant annotations and the

<table>
<thead>
<tr>
<th>Method</th>
<th>NYT10.1-Dev</th>
<th>NYT10.1-Test</th>
<th>NYT10.2-Dev</th>
<th>NYT10.2-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>94.47</td>
<td>77.81</td>
<td>58.38</td>
<td>65.23</td>
</tr>
<tr>
<td>BERT entityMask</td>
<td>94.47</td>
<td>77.81</td>
<td>58.38</td>
<td>65.23</td>
</tr>
</tbody>
</table>

Table 2: Ablation study results.

<table>
<thead>
<tr>
<th>Method</th>
<th>NYT10.1-(D+T)</th>
<th>NYT10.2-(D+T)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td></td>
</tr>
<tr>
<td>NLI + DeBERTa</td>
<td>74.21</td>
<td>75.33</td>
</tr>
<tr>
<td>- genr</td>
<td>69.94</td>
<td>63.11</td>
</tr>
<tr>
<td>- genr+patt</td>
<td>73.20 (+11.57)</td>
<td>70.63 (+9.61)</td>
</tr>
<tr>
<td>DSRE-NLI</td>
<td>57.65</td>
<td>59.28</td>
</tr>
<tr>
<td>- DS</td>
<td>70.50 (+12.85)</td>
<td>74.58 (+15.30)</td>
</tr>
<tr>
<td>- IPIN(DS, IS(genr))</td>
<td>74.67 (+17.02)</td>
<td>75.92 (+16.64)</td>
</tr>
</tbody>
</table>

Table 3: Results of two categories of ablation studies.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># init patt</th>
<th># patt after group</th>
<th># selected patt</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYT10.1</td>
<td>45.60</td>
<td>5.20</td>
<td>2.30</td>
</tr>
<tr>
<td>NYT10.2</td>
<td>43.00</td>
<td>5.00</td>
<td>2.45</td>
</tr>
</tbody>
</table>

Table 4: Average number of patterns over all relations.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>After</th>
<th>Before</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rk</td>
<td>Fq</td>
<td>Rk</td>
</tr>
<tr>
<td>(subj) , president of (obj)</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>(obj) , Prime Minister (subj)</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>(subj) , who led (obj)</td>
<td>✓</td>
<td>3</td>
</tr>
<tr>
<td>(obj) 's foreign minister , (subj)</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>(obj) 's former prime minister , (subj)</td>
<td>✓</td>
<td>5</td>
</tr>
<tr>
<td>(obj) President (subj)</td>
<td>✓</td>
<td>6</td>
</tr>
<tr>
<td>(obj) named (subj)</td>
<td>✓</td>
<td>7</td>
</tr>
<tr>
<td>(obj) 's acting prime minister , (subj)</td>
<td>✓</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5: Patterns of nationality generated by SARV.
consolidated annotations of IPIN strategy, respectively, with the general templates. The results on NYT10.2 are summarized in Table 7. Compared with the zero-shot setting (i.e., no FT), the fine-tuning with distant annotations (i.e., with DS) causes a significant drop in precision, leading to a lower F1. The fine-tuning with the consolidated annotations of IPIN strategy brings improvement but still performs significantly worse than the proposed DSRE-NLI with the multi-class RE model due to its lower precision. We conclude that using fine-tuned NLI model in replacement of the multi-class RE model is not recommended in DSRE tasks due to the noise in training data used for fine-tuning.

5.2 Experiments on Simulated Distantly Annotated Datasets

Since there is no human annotation for the training data of NYTs, we cannot directly evaluate the effectiveness of DSRE-NLI in improving training data quality. Therefore, we simulate the distant annotations on TACREV dataset (TACREV with revised dev and test sets) (Zhang et al. 2017; Alt, Gabryszak, and Hennig 2020), a human-annotated relation extraction dataset, to quantitatively evaluate DSRE-NLI on improving training data. The statistics of the original TACREV dataset can be found in Table 1.

Simulation Process To simulate the effect of distant annotation, we introduce both false positive (FP) errors and false negative (FN) errors in training data. We manipulate the original training instances from the perspective of entity pairs. To add FN errors, we first define long-tail entity pairs: if an entity pair is mentioned by n sentences and n is less than a threshold, then it is of long-tail. We relabel the instances mentioning long-tail entity pairs as NA to simulate the effect of limited coverage of knowledge bases. We empirically set the threshold so that FN rate is about 5% based on our estimation from NYT datasets. To add FP errors, we follow the distant annotation process: if an entity pair participates in a relation, then all sentences in the training corpus mentioning the entity pair are labeled as positive instances of that relation. The statistics for the simulated training dataset, TACREV-S, can be found in Table 8.

Main Results Table 8 also shows the training data statistics obtained after IPIN(S-DS, IS(genr+patt)) and NPIN(S-DS, IS(genr+patt)) processes, where S-DS means simulated DS. It is clear that both strategies reduce FP and FN rate significantly, especially IPIN strategy.

Table 9 demonstrates the RE performance on the test set of TACREV using different TACREV-S training data. Similar to NYT datasets, the normal RE model (BERT_EntityMask) encounters a significant performance drop compared to using ground-truth annotations (79.06 of F1). SENT_BILSTM improves the precision but experiences significantly low recall, indicating that this method may be too aggressive in denoising. In the zero-shot category, temp† uses all human-written templates provided by Sainz et al. (2021), where each relation has multiple human-written templates. We also compare our designed general templates (genr) and general templates with pattern enrichment (genr+patt). We can see that patterns generated by SARV are comparable with the human-written templates given by Sainz et al. (2021). DSRE-NLI_NPIN achieves the best results on this dataset.

6 Conclusion

In this work, we propose a novel DSRE-NLI framework considering indirect supervision given by pretrained NLI models in DSRE tasks. We also design a novel SARV method to reduce the template design effort required by NLI-based zero-shot RE methods. With two simple and effective data consolidation strategies, the quality of training data is substantially improved. Extensive experiments demonstrate that the proposed framework significantly improves the SOTA performance on DSRE benchmark datasets.
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