Balanced Meta Learning and Diverse Sampling for Lifelong Task-Oriented Dialogue Systems

Qiancheng Xu¹, Min Yang²*, Ruifeng Xu³

¹Georgia Institute of Technology
²Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences
³Harbin Institute of Technology (Shenzhen)
qxu309@gatech.edu, min.yang@siat.ac.cn, xuruifeng@hit.edu.cn

Abstract
In real-world scenarios, it is crucial to build a lifelong task-oriented dialogue system (TDS) that continually adapts to new knowledge without forgetting previously acquired experiences. Existing approaches mainly focus on mitigating the catastrophic forgetting in lifelong TDS. However, the transfer ability to generalize the accumulated old knowledge to new tasks is underexplored. In this paper, we propose a two-stage lifelong task-oriented dialogue generation method to mitigate catastrophic forgetting and encourage knowledge transfer simultaneously, inspired by the learning process. In the first stage, we learn task-specific masks which adaptively preserve the knowledge of each visited task so as to mitigate catastrophic forgetting. In this stage, we are expected to learn the task-specific knowledge which is tailored for each task. In the second stage, we bring the knowledge from the encountered tasks together and understand thoroughly. To this end, we devise a balanced meta learning strategy for both forward and backward knowledge transfer in the lifelong learning process. In particular, we perform meta-update with a meta-test set sampled from the current training data for forward knowledge transfer. In addition, we employ an uncertainty-based sampling strategy to select and store representative dialogue samples into episodic memory and perform meta-update with a meta-test set sampled from the memory for backward knowledge transfer. With extensive experiments on 29 tasks, we show that MetaLTDS outperforms the strong baselines in terms of both effectiveness and efficiency. For reproducibility, we submit our code at: https://github.com/travis-xu/MetaLTDS.

Introduction
Task-oriented dialog systems (TDSs) allow users to accomplish complex tasks using natural language in an interactive manner, such as restaurant reservations, car navigation, and weather inquiry. Existing end-to-end TDSs (Peng et al. 2021; Hosseini-Asl et al. 2020) have achieved impressive performance on specific domains in a static environment, where the datasets from different domains remain unchanged and are always available. However, a TDS in the production environment often encounters continuous streams of domains or functionalities through time (Geng et al. 2021; Madotto et al. 2021). The TDSs with isolated learning (Lee 2017) would suffer from significant performance degradation on previously learned tasks after being trained on a new one, which is known as catastrophic forgetting (McCloskey and Cohen 1989; Goodfellow et al. 2014). In addition, existing TDSs struggle to be adapted to new domains or functionalities so as to support new services over time (Mazumder and Liu 2022). Therefore, it is crucial for a TDS to continually learn new knowledge without forgetting previously acquired functionalities when confronted with a sequence of different tasks, which is known as lifelong or continual learning (Biesialska, Biesialska, and Costa-jussà 2020; Qu et al. 2021).

One major challenge in lifelong learning is to balance the trade-off between stability and plasticity (i.e., the stability-plasticity dilemma) (Mermillod, Bugaiska, and Bonin 2013). On the one hand, although a TDS is expected to remember previously acquired knowledge and avoid catastrophic forgetting (i.e., high stability), focusing too much on stability may hinder it from quickly adapting to new tasks. On the other hand, when a TDS is drastically updated based on new knowledge (i.e., high plasticity), it may quickly forget previously-learned experiences and thus suffer from catastrophic forgetting of previous tasks.

In recent years, plenty of lifelong learning studies have been proposed, which can be divided into three categories: memory-based approaches (de Masson d’Autume et al. 2019), architecture-based approaches (Mallya and Lazebnik 2018), and regularization-based approaches (Kirkpatrick et al. 2017; Ahn et al. 2019). These methods primarily focus on dealing with the catastrophic forgetting problem in lifelong learning, which preserve the previously learned knowledge to hold long-term durability when learning new tasks over time. However, how to effectively reuse previously acquired knowledge when processing new tasks remains underexplored. One possible solution is to employ knowledge transfer (e.g., domain adaptation) techniques to adapt a model trained on source domains to target domains, exploiting the previously learned knowledge in future learning. The performance of domain adaptation techniques (Volpi, Larlus, and Rogez 2021) generally depends on the similarity between source and target data distributions. Nevertheless, in the lifelong learning scenario, we cannot decide whether the sequentially coming domains will be more or less similar...
to each other. In addition, aligning the feature distributions of multi-source domains and the target domain data distribution can even worsen the performance of the TDS without feature distribution alignment, which is referred to as “negative transfer”. Thus, it is non-trivial to employ the standard domain adaptation techniques for lifelong learning.

In this paper, we propose a novel two-stage lifelong learning method (called MetaLTDS) for task-oriented dialogue generation, which simultaneously mitigates the catastrophic forgetting problem and encourages knowledge transfer from old tasks to new tasks. In the first stage, we learn task-specific masks which adaptively preserve the knowledge of each visited task so as to overcome catastrophic forgetting. In the second stage, we devise a balanced meta-learning strategy aiming at promoting both forward and backward knowledge transfer. Concretely, we first perform meta-update with a bunch of current task samples (denoted as the support set) for forward transfer. In addition, we devise an uncertainty-based sampling strategy to select and store representative dialogue samples in episodic memory, and update the model by explicitly optimizing the loss with the meta-test set sampled from the memory for backward transfer. We further add a balancing factor to the overall loss function for controlling the importance of old and new knowledge. Note that the updates are conducted on all the preserved (masked) parameters, without introducing extra model capacity. In this manner, the parameters preserved (masked) for visited tasks are forced to adapt to the new task (i.e., forward knowledge transfer), while new parameters would learn to generalize on the experiences grasped from preceding tasks (i.e., backward knowledge transfer).

Our main contributions can be summarized as follows:

- We introduce a novel lifelong task-oriented dialogue system with adaptive masking and balanced meta learning, which alleviates catastrophic forgetting while promoting both forward and backward knowledge transfer.
- We propose an uncertainty-based sampling method to select limited representative and diverse dialogue samples for the visited tasks and then store these samples in the episodic memory, which are then used as the meta-test for effective backward knowledge transfer.
- We conduct extensive experiments on three datasets under a disjoint-domain setup and a novel blurry-domain setup. Experimental results demonstrate that MetaLTDS outperforms baselines with high parameter efficiency.

Related Work

Task-oriented Dialogue Systems Task-oriented Dialogue Systems (TDSs) allow users to seek information and complete complex tasks using natural language in an interactive manner. Recently, increasing attention has been gained to build end-to-end TDSs by directly mapping dialogue history to target responses without requiring hand-crafted state labels. For example, Hosseini-Asl et al. (2020) proposed SimpleTOD based on the GPT-2 (Radford et al. 2019) model which generated target sequences for accomplishing each sub-task. Peng et al. (2021) devised SOLOIST which was pre-trained on external dialogue corpora to improve the downstream performance.

GALAXY (He et al. 2022b) and SPACE (He et al. 2022a) introduced semi-supervised dialogue model pre-training, which achieved impressive results on several datasets.

Lifelong Task-oriented Dialogue Systems When a stream of domains or functionalities come sequentially, it is essential to develop a lifelong TDS. Recently, several lifelong learning methods have been proposed to overcome catastrophic forgetting. Geng et al. (2021) proposed a continual learning approach for TDSs with iterative network pruning, expanding and masking. ToDCL (Madotto et al. 2021) is the most relevant work to our method, which provides a strong benchmark for end-to-end TDSs. However, ToDCL neglects the knowledge transfer between tasks since it blindly adds a separate and independent adapter (Houlsby et al. 2019) to the pre-trained backbone model for each new task. Different from ToDCL, our method enables both forward and backward knowledge transfer via meta learning, and further reduces the parameter redundancy.

Lifelong and Continual Learning Lifelong learning, also called continual learning, aims to acquire knowledge from a sequence of tasks, without forgetting previously learned tasks (Biesalska, Biesalska, and Costa-Jussà 2020; Qu et al. 2021). Generally, previous lifelong learning approaches mainly focused on mitigating catastrophic forgetting, which can be divided into three categories: (i) regularization-based approaches that add additional constraints on tasks’ objectives to consolidate previously learned knowledge (Kirkpatrick et al. 2017; Li and Hoiem 2018; Ahn et al. 2019), (ii) rehearsal-based approaches that store some training samples from old tasks and replay them in learning new tasks (de Masson d’Autume et al. 2019; Chaudhry et al. 2019a), and (iii) architecture-based approaches that allocate specific parameters to different tasks and keep old parameters fixed when learning a new task (Mallya and Lazebnik 2018; Hung et al. 2019; Yan, Xie, and He 2021). In this paper, we simultaneously mitigate catastrophic forgetting and encourage knowledge transfer by taking advantage of both architecture-based and rehearsal-based approaches.

Meta learning The goal of meta learning is to equip the model with the ability to rapidly adapt to unseen tasks. MER (Riemer et al. 2019) conducted meta-learning based on gradients to maximize knowledge transfer and minimize task interference. iTAML (Rajasegaran et al. 2020) learned a task-agnostic model, which first identified and then adapted to the target task through meta-update. Meta-DR (Volpi, Larlus, and Røgez 2021) further proposed a meta-learning strategy for continual domain adaptation, which devised a two-fold regularizer to restrain domain shift and ease domain adaptation. In this work, we leverage a balanced meta learning method to boost knowledge transfer, where the current model could not only obtain knowledge from previous tasks but also “learns to learn” future tasks as well.

Problem Setting

Task-oriented Dialogue Generation In this paper, a TDS is formulated as an end-to-end generation task, where a sequence-to-sequence (Seq2Seq) model is employed to
generate the target sequence (system response) $Y = \{y_1, ..., y_m\}$ word by word given the dialogue history $X = \{x_0, ..., x_n\}$ as input.

**Lifelong Task-oriented Dialogue Generation** The goal of a lifelong TDS is to build a system that continually learns over time by grasping new knowledge and retaining previously learned experiences. Formally, a lifelong TDS is expected to handle a sequence of $T$ tasks $\{T_1, ..., T_T\}$, where each task $T_t$ contains a bunch of conversations spanning over a set of dialogue domains $D_t$. We denote the multi-turn dialogues for the $t$-th task as $S_t = \{(X_i, Y_i)_{i=1}^N\}$, where $N$ is the number of dialogues.

We introduce two setups for model evaluation, i.e., a disjoint-domain setup and a blurry-domain setup, according to whether the current dialogue domain $D_t$ intersects with previously encountered dialogue domains $\{D_1, ..., D_{t-1}\}$:

\[
(D_1 \cup ... \cup D_{t-1}) \cap D_t = \emptyset, \quad \text{(Disjoint)}
\]
\[
(D_1 \cup ... \cup D_{t-1}) \cap D_t \neq \emptyset, \quad \text{(Blurry)}
\]

The disjoint-domain setup is a common practice for evaluating lifelong TDSs. Since different tasks have no overlapping domains, the shared knowledge between tasks is limited and the catastrophic forgetting problem would be exaggerated (Ke et al. 2021). To further demonstrate the knowledge transferability of our lifelong TDS, we draw inspiration from (Bang et al. 2021; woo Koh et al. 2021) and propose a blurry-domain setup. In this blurry-domain setup, the task boundaries are faint where a newly coming task will contain at least one shared domain with previous tasks. In general, the shared knowledge can be beneficial for knowledge transfer from old tasks to the new task. In addition, the blurry-domain setup could be more realistic than the disjoint-domain setup since the domains covered in the old tasks may still appear in the subsequent tasks in real-world applications.

**Our Methodology**

Following (Madotto et al. 2021), we employ GPT-2 as our backbone model, along with residual adapters (Houlsby et al. 2019) for task parameterization. The residual adapter is trainable, and is inserted into each pre-trained transformer layer (Vaswani et al. 2017). As illustrated in Figure 1, an adapter module consists of a layer normalization (Ba, Kiros, and Hinton 2016), followed by two feature projection layers with a residual connection (He et al. 2016). During the training process of each task, only the adapters are updated while all the other GPT-2 parameters are frozen. This is a useful strategy for lifelong learning since fine-tuning the whole network may cause catastrophic forgetting of old tasks, similar to ToDCL (Madotto et al. 2021). However, ToDCL (Madotto et al. 2021) incorporates a new task-specific adapter into all the transformer layers for each newly coming task, which may hinder the knowledge transfer. In addition, model expansion is prohibited when being deployed to real-time applications with a large number of sequential tasks and resource-constrained devices. On the contrary, we keep learning multiple tasks with the same adapter module, enabling knowledge transfer via parameter reuse and meta learning. A new adapter is added only when there are not enough parameters to learn subsequent tasks, i.e., the size of the used parameters is close to the size of the adapter.

In this paper, we propose a two-stage lifelong learning method for task-oriented dialogue systems, inspired by the learning process of humans. As illustrated in Figure 1, in the first stage, we learn task-specific masks which adaptively preserve the knowledge of each visited task so as to mitigate...
catastrophic forgetting. In this stage, we can learn the task-specific knowledge which is tailored for each task. In the second stage, we integrate the knowledge from the encountered tasks by devising a balanced meta learning strategy, aiming at enabling both forward and backward knowledge transfer. Next, we will introduce these two stages in detail.

**Stage 1: Adaptive Mask Learning**

In the first stage, we learn task-specific masks which adaptively preserve the knowledge of each visited task so as to mitigate catastrophic forgetting. In particular, the task-specific masks are applied to the output of the two feature projection layers of the adapters, indicating which neurons should be preserved for the individual tasks so as to overcome catastrophic forgetting and knowledge interference (Serra et al. 2018). When learning the masks for subsequent tasks, we keep the preserved neurons fixed by preventing the corresponding parameters from being updated during back-propagation. We allow overlapping masks between tasks to encourage the reuse of previously selected neurons. The overlapping masks indicate that these features can be transferred and shared between tasks. In this manner, we could reduce the capacity usage and reserve the network space for future tasks. If the percentage of masked neurons has reached the adapter capacity (predefined by an upper limit $p\%$), then we add a new adapter for subsequent tasks.

**Illustration** The mask learning process is illustrated in Figure 1. The feature masks of two feature projection layers are represented by the tensors on the left and top of the weight matrix respectively. For meta-update, we first sample a mini-batch $S_{sup}$ and calculate its loss associated with the initial model $\theta$. Then we can get $H$ different masked neurons (knowledge) between the first and second tasks. The weight parameters that are masked could be reused by the corresponding tasks in learning subsequent tasks. Note that these masked neurons are designated for the next learning stage via balanced meta learning, without introducing extra parameters.

**Stage 2: Balanced Meta Learning**

In the second stage, we aim to bring the knowledge learned from the visited tasks together and understand thoroughly, which could be beneficial to future learning as well. To this end, we borrow the idea in meta learning literature (Volpi, Larlus, and Rogez 2021) for both forward and backward knowledge transfer in the lifelong learning process. Different from typical model training that updates the model parameters directly, meta learning involves a meta-update step prior to the final update. The two steps are conducted on a meta-support set $S_{sup}$ and a meta-test set $S_{test}$, respectively. For meta-update, we first sample a mini-batch from $S_{sup}$ and calculate its loss associated with the initial model $\theta$. Then the meta-updated model $\hat{\theta}$ could be derived by $\hat{\theta} = \theta - \alpha \nabla_{\theta} L_{sup}(\theta)$, where $L_{sup}(\theta)$ is the loss for the mini-batch from $S_{sup}$ and $\alpha$ is the learning rate for meta-update. $\hat{\theta}$ simulates what the model would turn in future learning. Then, we perform the final update on $\theta$ as $\theta = \theta - \eta \nabla_{\theta} L_{test}(\theta)$, where $L_{test}(\theta)$ denotes the loss calculated on mini-batches from $S_{test}$ with respect to $\theta$. Here, $\eta$ is the learning rate for the final update. In this manner, we can provide a better direction for updating the current model by optimizing the performance of the meta model (simulated by $\hat{\theta}$).

In this paper, we introduce a balanced meta learning method to update the model for knowledge transfer. To better exploit the important information from visited tasks, we devise an uncertainty-based sampling strategy (described in Section 4.3) to select and store representative dialogue samples for each visited task in episodic memory, which can be used for knowledge transfer. Formally, after learning $t-1$ tasks, we have a memory buffer $M_{t-1}$ that stores a limited number of representative samples for each visited task. The training samples $S_{t}$ from the current task $t$ are exploited as meta-support set $S_{sup}$ to perform meta-update throughout the training stage, while the meta-test set $S_{test}$ is sampled from the memory set $M_{t-1}$ together with the current training set $S_{t}$.

Our meta learning strategy is performed as follows. First, we unfreeze all previously preserved weights and make all the parameters (i.e., the parameters for both old tasks and the current task) learnable. Then, we sample $H$ mini-batches randomly from the meta-support set $S_{sup}$. For each mini-batch, we conduct a single meta-update step on the current model $\theta$. Then we can get $H$ different meta-updated models, which could jointly find the optimal direction for updating $\theta$. For final update, we first sample two mini-batches $(x_{n}, y_{n})$ and $(x_{o}, y_{o})$ from $S_{test}$. Here, $(x_{n}, y_{n})$ and $(x_{o}, y_{o})$ denote samples from current dataset $S_{t}$ and memory $M_{t-1}$, respectively. We perform final update with respect to $\theta$ via two loss functions computed on meta-updated models associated with $(x_{n}, y_{n})$ and $(x_{o}, y_{o})$. By enforcing the loss associated with $(x_{n}, y_{n})$ to be small, previously preserved old neurons (fixed by masks) could be adapted to new knowledge. On the other hand, minimizing the loss associated with $(x_{o}, y_{o})$ can encourage current neurons to accumulate old knowledge, promoting backward transfer. Following (Volpi, Larlus, and Rogez 2021), we only perform a single meta-optimization step. After $e$ iterations of the inner-outer loop procedure of meta learning, we obtain the final model $\theta^\prime$ for the current task $t$. Note that this learning process is only conducted on all the masked neurons from task 1 to $t$ (see Figure 1), without causing extra capacity.

As more tasks arrive, it would be more challenging to perform generalization on past knowledge since the scale of old neurons keeps expanding. Taking this factor into account, we add a balancing factor $\beta$ on the loss functions to regulate their impact in the meta-optimization. Then, the loss associated with $(x_{n}, y_{n})$ would be multiplied by a larger factor as the number of visited tasks increases. In this manner, the model could attach more importance to model generalization.

The whole learning procedure is detailed in Algorithm 1.
Algorithm 1: Balanced Meta Training

**Input:** current task id $t$, current training set $S_t$, memory buffer $M_{t-1}$, initial weights $\theta^{init}$, $\eta$ (learning rate), $\alpha$ (meta learning rate), $\beta$ (balancing factor)

**Output:** weights $\theta$

**Initialize:** $\theta \leftarrow \theta^{init}$, $\beta \leftarrow 1/t$

1: for $e$ iterations do
2: for $h \in [1, H]$ do
3: Sample $(\hat{x}, \hat{y})_h$ uniformly from $S_t$
4: $\hat{\theta}^h \leftarrow \theta - \alpha \nabla_\theta (L_T(\hat{x}_h, \hat{y}_h; \theta))$
5: end for
6: Sample $(x_o, y_o)$ uniformly from $M_{t-1}$
7: Sample $(x_n, y_n)$ uniformly from $S_t$
8: $\theta \leftarrow \theta - \eta \nabla_\theta \left( \sum_h (\beta L_T(x_n, y_n; \hat{\theta}^h) + (1 - \beta) L_T(x_o, y_o; \hat{\theta}^h)) \right)$

9: end for
10: $\theta^t \leftarrow \theta$

---

**Uncertainty-Based Diverse Sampling**

For each encountered task, we select a subset of representative as well as diverse samples and store them in the memory buffer. In particular, the memory buffer we maintain has a fixed capacity of $K$ samples, which does not grow as new tasks come sequentially. Then, the number of samples for the $t$-th task is given by $K_t = \lceil K/t \rceil$, where $t$ is the number of visited tasks. Since the exemplars retained for each task would become fewer as more tasks arrive, it is necessary to maintain sufficient information of old tasks by improving the quality of stored samples in the memory buffer.

In this paper, we propose an uncertainty-based diverse sampling strategy (Bang et al. 2021) to select samples that are representative and diverse in the feature space. The strategy is based on the assumption that the chosen samples with high quality should meet two standards. On the one hand, the samples should be selected close to the center of the data distribution and the ratio of train/val/test samples is kept at 8:1:1. For the disjoint-domain setup, we conduct experiments on Task-Master 2019 (TM19) and Task-Master 2020 (TM20) datasets (Byrne et al. 2019) with 13 tasks. We randomly sample 2000 examples to form the training set of each task, and the ratio of train/val/test samples is kept at 8:1:1. For the blurry-domain setup, we conduct experiments on 16 multi-domain TDS tasks drawn from the Schema Guided Dialogue (SGD) dataset (Rastogi et al. 2020), which is randomly split into train/val/test samples for each task at the ratio of 7:1:2. All the experiments are conducted under the end-to-end setting (Madotto et al. 2021). The details of data statistics are provided in the Appendix (Table 4).

**Datasets**

We evaluate our MetaLTDS approach on a total of 29 tasks from three benchmark TDS datasets under two setups. For the disjoint-domain setup, we conduct experiments on Task-Master 2019 (TM19) and Task-Master 2020 (TM20) datasets (Byrne et al. 2019) with 13 tasks. We randomly sample 2000 examples to form the training set of each task, and the ratio of train/val/test samples is kept at 8:1:1. For the blurry-domain setup, we conduct experiments on 16 multi-domain TDS tasks drawn from the Schema Guided Dialogue (SGD) dataset (Rastogi et al. 2020), which is randomly split into train/val/test samples for each task at the ratio of 7:1:2. All the experiments are conducted under the end-to-end setting (Madotto et al. 2021). The details of data statistics are provided in the Appendix (Table 4).

Algorithm 2: Uncertainty-Based Diverse Sampling

**Input:** memory size $K$, current task id $t$, current training set $S_t$, memory set $M_{t-1}$, dialogue domains $D_1, ..., D_t$

**Output:** updated memory $M_t$

1: $M_t = \{\}$
2: $K_t = \lfloor K/t \rfloor$
3: for $i = 1, 2, ..., K_t$ do
4: Sample $(X, Y)_i \in \{X, Y\} \in M_{t-1} \cup S_t, d \in D_i$
5: Sort $M_i$ by $u(X, Y)$ computed by Eq. 2
6: for $q = 1, 2, ..., K_t$ do
7: $p = q \times |M_i| / K_t$
8: $M_i \leftarrow M_i[p]$
9: end for
10: end for

quantify the output of each perturbed pair $(X, Y)$ as follows:

$$p(X, Y) = \frac{1}{\prod_{i=1}^{m} p_{\theta}(y_i|x_0, ..., x_n, y_0, ..., y_{i-1})}$$

where $p_{\theta}(y_i)$ denotes the prediction probability of a target output word $y_i$, and $p(X, Y)$ is the average predictive distribution entropy across the whole target sequence.

Since dropout masks are randomly generated at each time, the output of a sample would be perturbed differently. Then, we compute the uncertainty of the sample as the average output after applying the random dropout $A$ times:

$$u(X, Y) = 1 - \frac{1}{A} \sum_{i=1}^{A} p(X, Y)$$

A lower $u(X, Y)$ value indicates that $(X, Y)$ contains more representative information for the corresponding task. After sorting all the dialogues by uncertainty, we select the top $K_t$ samples for task $t$ and store them in the memory buffer. Algorithm 2 summarizes the diverse sampling method.

**Experimental Setup**
Disjoint-domain Setup | Blurry-domain Setup
--- | ---
Method | Intent ACC ↑ | JGA ↑ | BLEU ↑ | EER ↓ | Intent ACC ↑ | JGA ↑ | BLEU ↑ | EER ↓ | #Parameters ↓
Finetune | 11.11 | 30.50 | 7.88 | 47.25 | 28.23 | 3.52 | 15.87 | 25.37 | 124.41M
EWC | 10.60 | 31.50 | 8.91 | 40.99 | 28.26 | 3.15 | 15.79 | 25.26 | 124.41M
AGEM | 23.60 | 32.91 | 8.18 | 46.53 | 34.95 | 3.82 | 16.83 | 23.18 | 124.41M
LAMOL | 77.85 | 22.71 | 6.17 | 43.11 | 40.26 | 3.15 | 16.83 | 25.26 | 124.41M
Replay | 77.34 | 46.90 | 12.68 | 37.58 | 55.19 | 5.53 | 19.04 | 18.91 | 124.41M
ToDCL | 95.09 | 49.46 | 16.00 | 42.91 | 88.97 | 10.29 | 19.83 | 20.87 | 24.34M/29.95M

Table 1: Average performance in terms of intent accuracy (Intent ACC), Joint-Goal-Accuracy (JGA), BLUE, and Slot-Error-Rate (EER) on the disjoint-domain setup and the blurry-domain setup. Note that the average parameters of ToDCL are not of the same size under the two setups due to different task numbers.

Figure 2: The average results in terms of BLEU and JGA over the 1-st to k-th tasks after learning the k-th task (t ∈ [1, 13]).

Baselines

We compare MetaLTDS with the following strong baselines: (1) **Finetune** that fine-tunes the GPT-2 model on sequential tasks, (2) **EWC** (Kirkpatrick et al. 2017) that uses a regularization term to prevent important parameters from updating too much, (3) **AGEM** (Chaudhry et al. 2019b) that is an efficient variant of the gradient episodic memory method, (4) **LAMOL** (Sun, Ho, and Yi Lee 2020) that trains the model with current data and samples from pseudo experience replay, (5) **Replay** that maintains a memory buffer randomly sampled from past tasks and uses them to jointly train the current model, (6) **ToDCL** (Madotto et al. 2021) that freezes the pre-trained GPT-2 model and inserts a residual adapter for each task independently. Implementation details of MetaLTDS and baseline methods can be found in the Appendix.

**Evaluation Metrics**

Following the previous work (Madotto et al. 2021), we define four metrics for model evaluation: (1) **Intent ACC**: the average accuracy between the predicted intents and the gold intents. (2) **JGA**: the average Joint Goal Accuracy (JGA) (Wu et al. 2019) between the predicted dialogue states and the target dialogue states. (3) **BLEU** (Papineni et al. 2002): the n-gram (i.e., n = 4) overlap rate between the generated responses and the ground-truth responses. (4) **EER** (Wen et al. 2015): the slot error rate reflecting the ratio of values not appearing in the response. To measure the continual learning performance, we calculate a commonly used average metric (Lopez-Paz and Ranzato 2017) as follows:

\[
\text{Avg.} = \frac{1}{T} \sum_{t=1}^{T} \Omega_{T,t}
\]

where \( \Omega \) could be Intent ACC, JGA, BLEU or EER scores. \( \Omega_{T,t} \) is test performance of task \( t \) after learning all \( T \) tasks.

Following (Lopez-Paz and Ranzato 2017), we further design two metrics to evaluate the effectiveness of the dialogue systems for backward knowledge transfer (FWT) and forward knowledge transfer (BWT) respectively:

\[
\text{FWT} = \frac{1}{T-1} \sum_{i=2}^{T} \Omega_{i-1,i}, \quad \text{BWT} = \frac{1}{T-1} \sum_{i=1}^{T-1} \Omega_{T,i} - \Omega_{i,i}
\]

**Experimental Results**

**Overall Performance Comparison**

We conduct experiments on 13 sequential tasks with the disjoint-domain setup and 16 sequential tasks with the blurry-domain setup. We run all methods with the same ordering during the training process. We report the average testing results after all the tasks are visited, where each model keeps learning a new task by leveraging the weights learned from the old tasks as initialization. Table 1 summarizes the overall performance of our MetaLTDS method and the compared baselines. We can observe that Finetune, EWC and AGEM perform much worse than other methods, which
suffer from catastrophic forgetting seriously when encountering a large number of sequential tasks. LAMOL obtains competitive Intent ACC scores and even achieves the best EER score in the Blurry-domain setup, while it is far from reliable considering its poor performance in terms of JGA and BLEU. ToDCL achieves substantially better results than the other baselines by introducing a residual adapter for each task. Our MetaLTDS performs even better than ToDCL on most of the evaluation metrics. In addition, MetaLTDS is the lifelong TDS method with the highest efficiency, which requires much fewer parameters than baseline methods. This is a benefit of our adaptive masking learning method which reduces the redundancy of neurons.

We also demonstrate the middle states of the learned lifelong models. In Figure 2, we illustrate the average testing results (i.e., BLEU and JGA scores) over the first $t$ tasks after learning the $t$-th task ($t \in [1, T]$) under the disjoint-domain setup. From the results, we can observe that the JGA scores of Finetune, EWC, AGEM and LAMOL drop sharply as more tasks arrive (i.e., $t = 5$). This indicates that these baseline methods suffer from catastrophic forgetting. Replay, ToDCL and MetaLTDS are resilient and keep relatively stable performance throughout the whole learning process. In particular, our MetaLTDS method exhibits better performance than Replay and ToDCL on all tasks.

### Forward and Backward Knowledge Transfer

Following (Lopez-Paz and Ranzato 2017), we also evaluate the effectiveness of the learned models on different tasks. The experimental results are shown in Table 2. We observe that Finetune, LAMOL and Replay struggle to perform forward and backward knowledge transfer probably because they are incapable of handling the interference between the previously learned knowledge and new knowledge. The negative BWT indicates that these methods have forgotten some gained knowledge before learning subsequent new tasks. ToDCL shows no backward knowledge transfer through the whole learning process. This is consistent with our claim that the mechanism of adding adapters independently for each task may resolve the forgetting issue but ignore the knowledge transfer.

In contrast, our MetaLTDS method exhibits a promising ability to facilitate both forward and backward knowledge transfer. Since MetaLTDS is the only method that achieves positive BWT, we can deduce that MetaLTDS exploits the subsequent knowledge to benefit previous tasks. In addition, the high FWT score of MetaLTDS reveals its generalization ability.

### Ablation Study

To investigate the effectiveness of different components in MetaLTDS, we also conduct an ablation study under the disjoint-domain setup. First, we substitute the diverse sampling strategy with a commonly used random selection method. Second, we remove balanced meta learning from MetaLTDS to analyze its contribution. Third, we discard adaptive mask learning such that no parameters could be reserved for a certain task. Table 3 reports the ablation test performance (i.e., JGA and BLEU) of the learned tasks.

From the results, we can make the observations that balanced meta learning and adaptive mask learning are two indispensable strategies in MetaLTDS. Concretely, JGA and BLEU scores drop sharply when removing adaptive mask learning. The reason is that the information on preceding tasks could remain intact via the masks, while the unmasked parameters could be used for future learning. In addition, balanced meta learning promotes the results by enabling the forward and backward knowledge transfer across the preserved knowledge in the masked neurons. It further equips the MetaLTDS method with the generalization ability to be better adapted to future tasks. Furthermore, the diverse sampling strategy also contributes to the performance.

### Conclusion

In this paper, we propose a novel two-stage lifelong TDS to mitigate catastrophic forgetting and encourage knowledge transfer simultaneously, inspired by the learning process of humans. In the first stage, we learn task-specific masks that adaptively preserve the knowledge of each visited task to mitigate catastrophic forgetting. In the second stage, we devise a balanced meta learning strategy for both forward and backward knowledge transfer in the lifelong learning process. We conduct extensive experiments on 13 tasks with the disjoint-domain setup and 16 tasks with the blurry-domain setup. MetaLTDS outperforms the strong baselines in terms of both effectiveness and efficiency.

### Appendices

**Implementation Details** We use a pre-trained GPT-2 (Radford et al. 2019) model as our backbone model, which is composed of 12 transformer layers and 768 hidden dimensions. We use AdamW for model optimization. In Met-

---

Table 2: Forward and backward knowledge transfer performance in terms of JGA and BLEU.

<table>
<thead>
<tr>
<th>Method</th>
<th>JGA</th>
<th>BLEU</th>
<th>JGA</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finetune</td>
<td>21.82</td>
<td>-31.31</td>
<td>4.74</td>
<td>-12.09</td>
</tr>
<tr>
<td>LAMOL</td>
<td>13.04</td>
<td>-29.45</td>
<td>3.13</td>
<td>-12.23</td>
</tr>
<tr>
<td>Replay</td>
<td>22.73</td>
<td>-14.65</td>
<td>5.40</td>
<td>-7.67</td>
</tr>
<tr>
<td>ToDCL</td>
<td>22.95</td>
<td>+0.00</td>
<td>4.82</td>
<td>+0.00</td>
</tr>
<tr>
<td>MetaLTDS</td>
<td>22.98</td>
<td>+0.43</td>
<td>5.44</td>
<td>+0.86</td>
</tr>
</tbody>
</table>

Table 3: The ablation test results under the disjoint-domain setup in terms of JGA and BLEU.

<table>
<thead>
<tr>
<th></th>
<th>JGA</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive Mask Learning</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Balanced Meta Learning</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Diverse Sampling</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>JGA</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>52.73</td>
<td>52.28</td>
</tr>
<tr>
<td></td>
<td>18.15</td>
<td>17.56</td>
</tr>
<tr>
<td></td>
<td>14.81</td>
<td>11.23</td>
</tr>
</tbody>
</table>
aLTDS, we set the learning rate to 3e-3 for the adaptive mask learning stage and 3e-4 for $\eta$ (or $\alpha$) for the meta learning stage. We set the learning rate to 6.25e-5 for Finetune, EWC, AGEM, LAMOL and Replay, and 6.25e-3 for ToDCL. The number of subsets $H$ for meta-update is set to 2. In the diverse sampling, the number of augmentation times $A$ is set to 3. For Replay and MetaLTDS, we set the memory size $K$ to 200 under the disjoint-domain setup and 50 for the blurry-domain setup. To enhance the reliability and stability of the results, we run each method three times with randomly initialized parameters and report the averaged scores.

**Data statistics** We evaluate our MetaLTDS approach on a total of 29 tasks from three benchmark TDS datasets under two setups. For the disjoint-domain setup, we conduct experiments on Task-Master 2019 (TM19) and Task-Master 2020 (TM20) datasets (Byrne et al. 2019) with 13 tasks. For the blurry-domain setup, we conduct experiments on 16 multi-domain TDS tasks drawn from the Schema Guided Dialogue (SGD) dataset (Rastogi et al. 2020). In Table 4, we report the training, validation and testing sets of the disjoint-domain setup and the blurry-domain setup respectively.
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