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Abstract
Dialogue rewriting aims to transform multi-turn, context-dependent dialogues into well-formed, context-independent text for most NLP systems. Previous dialogue rewriting benchmarks and systems assume a fluent and informative utterance to rewrite. Unfortunately, dialogue utterances from real-world systems are frequently noisy and with various kinds of errors that can make them almost uninformative. In this paper, we first present Real-world Dialogue Rewriting Corpus (RealDia), a new benchmark to evaluate how well current dialogue rewriting systems can deal with real-world noisy and uninformative dialogue utterances. RealDia contains annotated multi-turn dialogues from real scenes with ASR errors, spelling errors, redundancies and other noises that are ignored by previous dialogue rewriting benchmarks. We show that previous dialogue rewriting approaches are neither effective nor data-efficient to resolve RealDia. Then this paper presents Skeleton-Guided Rewriter (SGR), which can resolve the task of dialogue rewriting via a skeleton-guided generation paradigm. Experiments show that RealDia is a much more challenging benchmark for real-world dialogue rewriting, and SGR can effectively resolve the task and outperform previous approaches by a large margin.

Introduction
Dialogue is the primary mechanism for human interaction, which is multi-turn, context-dependent, and frequently informal (Pangaro and Dubberly 2014). People tend to produce brief, fragmented utterances in dialogues rather than longer, completed sentences in normal documents (Carbonell 1983). Therefore, many utterances in dialogues can only be understood when they are put in the entire dialogue context. Unfortunately, most NLP systems are designed for well-formed, context-independent texts, which makes them inappropriate to deal with informal and context-dependent dialogues. To narrow the gap, current studies mostly focus on developing dialogue-specialized paradigm, which expands specific downstream tasks from single-sentence inputs to multi-turn dialogue inputs, and designs complicated mechanisms which can take richer context information into consideration (Wu et al. 2017; Zhang et al. 2019; Wang et al. 2021). However, dialogue-specialized models are usually hard to design, and it is time-consuming and unacceptably costly to construct dialogue-specialized models for various downstream tasks. Therefore, how to more effectively deal with noisy, heavily context-dependent utterances in dialogues is a critical challenge for dialogue understanding.

Recently, the task of dialogue rewriting was proposed to resolve the above-mentioned challenge. Dialogue rewriting transforms inter-dependent and informal utterances in multi-turn dialogues into well-formed, context-independent and semantically completed sentences, and therefore dialogue utterances can be seamlessly restructured into well-formed inputs for current NLP systems. For example, given the utterance “Its manufacturer?” of utterance $S_2$ in Figure 1, dialogue rewriting models need to distill relevant information “the car” and “the max horsepower”, and output the sentence “What is the manufacturer of the car with the max horsepower?”, which can accurately express the speaker intent of the original utterance under the dialogue context.

---
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Previous dialogue rewriting benchmarks assume a fluent and informative utterance to rewrite. However, dialogue utterances from real-world systems are frequently informal, noisy and with various kinds of errors that can make them uninformative. For example, many dialogues transcribed from speeches contain automatic speech recognition (ASR) errors, and dialogues from user textual inputs frequently contain spelling errors. For the instance in Figure 1, the ASR error “main factor” can make this utterance incomprehensible and uninformative, and it is impossible to directly obtain the correct user intent by only rewriting this utterance. As a result, as shown in 1, previous benchmarks either filter out dialogues with errors and only consider fluent and informative dialogues (Su et al. 2019; Elgohary, Peskov, and Boyd-Graber 2019; Quan et al. 2019), or ignore the errors and allow the output to still contain these errors (Pan et al. 2019). Unfortunately, the former choice does not match the nature of real-world dialogue rewriting, while the latter fails to meet the requirements of downstream NLP systems. Consequently, current dialogue rewriting benchmarks and systems can not fully meet the requirements of dialogue rewriting in real-world applications.

In this paper, we present Real-world Dialogue Rewriting Corpus (RealDia), a new dialogue rewriting benchmark collected from real-world dialogues. Compared with previous dialogue rewriting benchmarks, RealDia annotates open-domain, multi-turn dialogues from real scenes with ASR errors, spelling errors, redundancies and other noises. Dialogue rewriting models need not only to deal with ellipsis and co-reference as previous dialogue rewriting benchmarks, but also to infer the underlying semantics of uninformative utterances based on the dialogue contexts. Furthermore, model outputs should be natural language expressions with high fluency, high coverage and high consistency that can meet the input standards for various downstream NLP systems. Such requirements pose remarkable challenges to previous dialogue rewriting systems, as they are designed based on the assumption of rewriting fluent and informative utterances. As a result, previous approaches can not achieve desirable performances on real-world dialogues in RealDia.

To this end, we further propose Skeleton-Guided Rewriter (SGR), which can effectively and efficiently solve real-world dialogue rewriting using a skeleton-guided generation framework. The main idea behind SGR is to ask the model to pay more attention to critical information (i.e., the skeleton) across the entire dialogue session, which can reduce the dependence on the utterance itself to resolve the uninformative utterance challenge. Figure 2 shows the overall architecture of SGR, which contains three critical steps: 1) Dialogue Skeleton Extraction, which identifies the key information that needs to be covered in the rewritten sentence; 2) Skeleton-Guided Generation, which generates fluent candidate sentences under the guidance of skeleton; 3) Skeleton-aware Reranking, which selects the best candidate by measuring the fluency, coverage and semantic consistency with the original dialogue of each candidate.

We evaluate the effectiveness of SGR on both RealDia and previous dialogue rewriting benchmarks. Experiments show that previous approaches can not effectively solve the task of real-world dialogue rewriting on RealDia because of their inherent informative utterance assumption. And by leveraging the skeleton across the entire dialogue, SGR can simultaneously resolve ellipsis, co-reference, redundancies and various kinds of errors, and therefore achieve state-of-the-art performance on both RealDia and previous dialogue rewriting benchmarks.

Generally speaking, the main contributions of this paper can be summarized as:

- We construct RealDia, a new dialogue rewriting benchmark collected from real-world dialogues to evaluate how well current systems can rewrite real-world noisy and uninformative dialogue utterances. To the best of our knowledge, RealDia is the first dialogue rewriting benchmark that considers uninformative utterances and various kinds of errors in real-world dialogues.
- We design Skeleton-Guided Rewriter (SGR), a skeleton-guided generation framework that can effectively and efficiently rewrite uninformative utterances in real-world dialogues. To the best of our knowledge, SGR is the first work that attempts to leverage skeleton-guided generation framework to better resolve uninformative utterance challenge in dialogue rewriting.
- Experiments show that RealDia is much more challenging than previous dialogue rewriting benchmarks, and
SGR achieves state-of-the-art performance on both RealDia and previous benchmarks. This demonstrates the necessity of RealDia and the effectiveness of SGR.

### Related Work

Dialogue rewriting aims to transform inter-dependent and informal utterances in multi-turn dialogues into well-formed, context-independent and semantically completed sentences. Along this line, Su et al. (2019) collect a rewriting dataset for co-reference resolution and information completion in multi-turn dialogues and propose a pointer-based rewriter. Pan et al. (2019) collect a Restoration-200K dataset and propose a cascaded pick-and-combine model. Quan et al. (2019) construct a dataset with both ellipsis and coreference annotation and propose an end-to-end generative resolution model. Liu et al. (2020) formulate incomplete utterance rewriting as a semantic segmentation task. Mele et al. (2021) propose adaptive utterance rewriting strategies for better conversational information retrieval. Hao et al. (2021) propose a tagging-based approach that predicts edit actions to rewrite incomplete utterances, based on which Jin et al. (2022) propose a hierarchical context tagger to expand the coverage and shrink search space. Recently, Si, Zeng, and Chang (2022) propose the query-enhanced network, which consists of a query template construction module and an edit operation scoring network. Inoue et al. (2022) jointly optimize picking important tokens and generating rewritten utterances.

Although dialogue rewriting has recently raised wide attention, previous dialogue rewriting benchmarks assume a fluent and informative utterance to rewrite, and therefore the main issues they focus on are omissions and coreferences. Unfortunately, in real-world applications, dialogues are severely noisy and with various kinds of errors that can make their utterance uninformative. Previous benchmarks, as shown in Table 1, either filtered out dialogues with errors (e.g., TASK (Quan et al. 2019), CANARD (Elgohary, Peskov, and Boyd-Graber 2019) and REWRITE (Su et al. 2019)), or ignored this issue and allowed references to still maintain the errors (e.g., Restoration-200K (Pan et al. 2019)). However, the former choice does not match the dialogues from the real world because these errors are almost everywhere in real-world dialogues, while the latter fails to meet the requirements of downstream NLP systems for sentences with high fluency, consistency and coverage.

To this end, this paper presents RealDia, which is constructed from real-world multi-turn dialogues and therefore contains a vast majority of challenges we would face when dealing with real-world dialogues. Our experiments show that the performances of current state-of-the-art dialogue rewriting approaches are dramatically dropped on RealDia, which demonstrates that rewriting real-world dialogues is a challenging task that requires more studies.

### Benchmark Construction

Given a dialogue $D$ and an incomplete utterance $S$ in $D$, dialogue rewriting aims to transform $S$ into another sentence $S'$, which can accurately express the speaker’s intent of $S$ within the dialogue context. Without loss of generality, we assume that the last utterance in the dialogue is the one to be rewritten, because a dialogue system should be unknown to what the speaker will say in the future. Formally, given $D = (S_1, \ldots, S_n)$ which is a dialogue containing $n$ utterances, dialogue rewriting aims to generate a dialogue-independent sentence $S' = (x'_1, \ldots, x'_l)$ such that

$$\text{Intent}(S_n|D) = \text{Intent}(S').$$  \hspace{1cm} (1)$$

Here $\text{Intent}()$ is a function depending on downstream applications, which is difficult to obtain directly. Instead of measuring the intent consistency between $S'$ and $S_n$ in dialogue $D$, we create a golden reference $S^*$ for each case and evaluate the consistency between $S'$ and $S^*$ using automatic and manual evaluation criteria.

We construct Real-world Dialogue Rewriting Corpus (RealDia) from a dialogue corpus provided by a large-scale Chinese Internet company, which contains multi-turn dialogues between users and a widely-used online chatting system in real scenes. Users can interact with the system using both speech or typing inputs, and therefore the (transcribed) dialogues contain various spelling or ASR errors. To ensure the annotation quality, 4 annotators who have degrees in Computational Linguistics are hired to annotate references. Before annotation, we manually collect dialogues whose last utterance cannot clearly express the user intention unless put in the entire dialogue context. Then annotators are asked to create a reference sentence that can fully express the same intention as the last utterance in the dialogue. All references are double-checked to guarantee quality. Finally, RealDia contains 1000 annotated dialogues that need to be rewritten, each of which is manually annotated with a reference. We then randomly sample 700/100/200 dialogues as train/dev/test sets. Besides, we also provide 20,000 dialogues without annotation which can support future research.

To clearly identify the challenges of RealDia, we randomly sampled 200 dialogues and analyze noises appearing in them. We find that in addition to 69.5% of the cases containing NP-ellipsis, there are 40.5% of the cases containing ASR errors or spelling errors. VP-ellipsis, co-references and redundancies are also common. These results show the divergence between RealDia and previous dialogue rewriting benchmarks we discussed, and also demonstrate that RealDia is a far more challenging benchmark.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Fluent Utterances</th>
<th>Informative Utterances</th>
<th>Legal Sentence as Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>TASK</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CANARD</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>REWRITE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Restoration</td>
<td>No Limit</td>
<td>No Limit</td>
<td>No Limit</td>
</tr>
<tr>
<td>RealDia</td>
<td>No Limit</td>
<td>No Limit</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Comparison between RealDia and existing dialogue rewriting benchmarks. Previous benchmarks either only collected fluency and informative dialogues, or ignored noise and allowed outputs to remain illegal.
Skeleton-Guided Dialogue Rewriting

This section describes Skeleton-Guided Rewriter (SGR), which leverages pre-trained text generation models for high fluency and extracts dialogue skeletons for high coverage and consistency to resolve real-world dialogue rewriting. Specifically, as shown in Figure 2, SGR conducts dialogue rewriting with three critical steps: 1) Dialogue Skeleton Extraction, which extracts the critical information across the entire dialogue context to resolve the uninformative utterance problem; 2) Skeleton-Guided Candidate Generation, which generates fluent rewritten candidates under the guidance of extracted skeleton; 3) Skeleton-aware Reranking, which selects the best rewritten sentence by measuring the fluency, coverage and semantic consistency of candidates to the original dialogue. In the following, we will describe these steps and show how each component can be learned with minimum supervision.

Dialogue Skeleton Extraction

Dialogue Skeleton Extractor aims to extract the skeleton which contains the critical information that needs to be covered in the rewritten sentence. For example in Figure 2, given a multi-turn dialogue, Dialogue Skeleton Extractor is expected to extract the critical information “car”, “max MPG” and “manufacture” in it. The insight behind Dialogue Skeleton Extractor is to disentangle critical information extraction and sentence generation, so that the critical information in the dialogue history can be better identified to rewrite the uninformative utterance. Furthermore, learning to extract skeletons is much more data-efficient than directly learning to generate rewritten sentences, and therefore much less training data is required for model learning.

Specifically, we formulate skeleton extraction as a token-level sequential labeling problem. Given a dialogue $D = (S_1, ..., S_n)$ and the utterance $S_n$ to be rewritten, we first build the input as:

$$D_E = [S_1, S_2, \ldots, [\text{SEP}], S_n],$$

where $[\text{SEP}]$ is a special token indicating the start of the last utterance that needs to be rewritten. Then we use RoBERTa (Liu et al. 2019) to encode the input into hidden representations. After that, the representations $h_j$ for the $j_{th}$ token in $D$ are sent to a binary classifier for classification, where a token with label 1 indicates it is a skeleton token that needs to be covered in the rewritten result, and 0 for otherwise. We combine continuous skeleton tokens into spans, and filtered out stop words to collect dialogue skeleton $C = (c_1, c_2, ..., c_k)$.

Learning. To train the Dialogue Skeleton Extractor, we label tokens in a dialogue by comparing the dialogue $D$ with its golden reference $S^*$, i.e., the $i_{th}$ token will be labeled as $y_i = 1$ if it appears in $S^*$ and 0 otherwise. Based on the token labels, we train the Dialogue Skeleton Extractor by optimizing the cross-entropy loss:

$$L = - \sum_{i=1}^{n} [y_i \cdot \log P_i + (1 - y_i) \cdot \log (1 - P_i)],$$

where $P_i$ is the predicted probability of the $i_{th}$ token as a skeleton token.

Skeleton-Guided Candidate Generation

Given a dialogue $D = (S_1, ..., S_n)$ and its skeleton spans $C = (c_1, c_2, ..., c_k)$, Skeleton-Guided Generator will generate rewritten candidates $S^* = (x_1, \ldots, x_l)$ under the guidance of skeleton $C$. Because current large-scale pre-trained generation models like T5 (Raffel et al. 2020) can effectively generate fluent natural language sentences, we build Skeleton-Guided Generator by directly leveraging the T5-based encoder-decoder architecture and further incorporating skeleton to improve the coverage and consistency of model outputs. Inspired by recent advances in prompt mechanism for text generation (Brown et al. 2020; Zou et al. 2021) and skeleton-based generation models (Xu et al. 2018; Cai et al. 2019; Su et al. 2021), we transform skeleton into prompt-style guidance, which is expected to guide the generator to pay more attention to critical information in the dialogue to resolve uninformative utterance challenge.

Formally, given a dialogue $D$ and its skeleton $C = (c_1, c_2, ..., c_k)$, the input of Skeleton-Guided Generator is:

$$D_G = [c_1, [\text{SEP}], \ldots, c_k, [\text{CLS}], D]$$

where $[\text{SEP}]$ is used for segmentation and $[\text{CLS}]$ indicates the beginning of a dialogue. Then $D_G$ is fed into a T5-based encoder-decoder architecture to generate rewritten sentence $S^*$ as:

$$P(S^* | D_G) = \prod_{t} P(y'_t | D_G, y_{t<1})$$

where $y'_t$ is the token generated at time step $t$, and $y'_{t<1}$ is the generated result before $y'_t$. To improve the diversity of candidate sentences and reduce the error propagation impact of wrong skeleton spans, we form different skeletons by randomly sampling $N$ skeleton spans from $C$ several times. Then we preserve Top-3 candidates for each skeleton combination until we obtain a pre-defined number of candidates.

Skeleton-aware Pre-training. To ensure that the generator focuses on the skeleton, we further pre-train Skeleton-Guided Generator from T5 by automatically constructing a pseudo dataset. We first use natural language inference model to collect data from unlabeled dialogues. For each collected dialogue $D = \{S_1, ..., S_n\}$, its last utterance $S_n$ entails the critical information of its previous dialogue history $\{S_1, ..., S_{n-1}\}$. Then for each collected dialogue $D$, we construct a pseudo instance $(D - S_n, S_{n-1}, S_n)$, where $D - S_n$ is regarded as the dialogue, $S_{n-1}$ is regarded as the utterance to rewrite and $S_n$ is regarded as the golden reference. Finally, we use the verbs and nouns both in $S_n$ and $D$ as skeleton spans $C$ to pre-train Skeleton-Guided Generator using these pseudo instances.

After pre-training, Skeleton-Guided Generator is further fine-tuned using labeled data by optimizing the following likelihood-based training objective:

$$L = - \sum_{t=1}^{l} \log P(x_t | x_{<t}; D - S_n, C, \theta)$$
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Skeleton-aware Reranking

Pre-trained text generation models can effectively generate highly fluent texts. Unfortunately, they will occasionally generate text that is nonsensical, or unfaithful to the provided source input, which is referred to as hallucination (Raunak, Menezes, and Junczys-Dowmunt 2021; Dziri et al. 2021; Ji et al. 2022). However, dialogue rewriting requires the rewritten sentences to be not only fluent, but also with high coverage and high consistency to the original dialogue. In order to ensure the quality of generated sentences, this paper further proposes a skeleton-aware reranker, which reranks candidates based on three measurements which can effectively reflect the fluency, consistency and coverage of rewritten sentences.

Fluency Measurement. Because large-scale pre-trained language models like T5 (Raffel et al. 2020) can generate fluent natural language sentences, this paper directly uses the generation probability of a candidate to measure its fluency $f_{Flu}(S'(D, C))$.

Consistency Measurement. Because PLMs can frequently generate context-inconsistent sentences, we design a consistency measurement to penalize outputs containing context-irrelevant information. Specifically, we observe that the extracted skeleton spans can effectively cover the critical information that needs to appear in the rewritten sentence. Therefore, to measure the consistency between candidates and the original dialogue context, we count the number of non-stop words in each candidate that are not in the skeleton span set. The negative value of the number of irrelevant words in each candidate is used as the consistency measurement $f_{Con}(S', C)$.

Coverage Measurement. To estimate how well the rewritten sentence covers the critical information of the dialogue, we introduce a coverage measurement based on natural language inference (NLI), i.e., estimate whether the rewritten sentence can entail the original dialogue. Specifically, we regard the candidate as the premise and the original dialogue as the hypothesis of the NLI task. We concatenate the candidate and dialogue history with [SEP] and feed it into a RoBERTa-based NLI model, then the NLI probability of entailment relation is used as the coverage measurement $f_{Con}(D, S'(C))$.

The Reranker. The final skeleton-aware reranker is a linear combination of the above three measurements:

$$R = \lambda_1 f_{Flu}(S'(D, C)) + \lambda_2 f_{Con}(S', C) + \lambda_3 f_{Con}(D, S'(C)),$$

where $\lambda_1 + \lambda_2 + \lambda_3 = 1$, which represent the weights of the three measurements respectively. In this paper, we find the best weights using grid search on the development set with the step size set to 0.05.

Experiments

Experiment Setup

Baselines. We compare the following baselines with SGR.

- PAC (Pan et al. 2019) is a pick-and-choose model to first pick omitted words from context and then combine them with the incomplete utterance.
- RUN (Liu et al. 2020) formulates incomplete utterance rewriting as a semantic segmentation task. Here we use the BERT+RUN model.
- RAST (Hao et al. 2021) treats utterance rewriting as multi-task sequence tagging, and injects the loss signal from BLEU or GPT-2 under a reinforce framework to improve the fluency. Here we use the BERT-Large+RAST.
- JET (Inoue et al. 2022) jointly optimizes picking tokens and generating rewritten utterances based on T5.
- T5 (Raffel et al. 2020) introduces a unified framework that converts NLP tasks into a text-to-text format.

Implementation. Our implementation is based on PyTorch (Paszke et al. 2019) and the Transformers library of HuggingFace (Wolf et al. 2020). We build Skeleton-Guided Generator based on pre-trained Chinese T5-base$^1$, and construct Dialogue Skeleton Extractor and NLI model based on pre-trained Chinese RoBERTa (Cui et al. 2021). For the weights of three features in Reranker, we take $\lambda_1=0.3, \lambda_2=0.2$, and $\lambda_3=0.5$, which are the best weights on the development set. We optimized our model using label smoothing (Szegedy et al. 2016; Müller, Kornblith, and Hinton 2019) and AdamW (Loshchilov and Hutter 2019) with the learning rate=1e-4. In the experiments, each compared model is trained for 30 epochs with a batch size of 16.

Evaluation Metrics

We use the widely-used metrics including BLEU (Papineni et al. 2002), ROUGE (Lin and Hovy 2002), EM (exact match), and BERTScore (Zhang et al. 2020) as the automatic evaluation metrics. In addition, we also hire 4 professional data annotators to evaluate the quality of model outputs. Specifically, a rewritten sentence is recorded as 1 if it is fluent and semantically equivalent to the target utterance (match), and BERTScore (Zhang et al. 2020) as the automatic evaluation metrics. In addition, we also hire 4 professional data annotators to evaluate the quality of model outputs. Specifically, a rewritten sentence is recorded as 1 if it is fluent and semantically equivalent to the target utterance (match), and BERTScore (Zhang et al. 2020) as the automatic evaluation metrics.

Overall Results on RealDia

Table 2 shows the results of our model and baselines on RealDia. From this table, we can see that:

1. Real-world dialogue rewriting is very challenging due to the existence of various kinds of errors and noises. As a result, previous state-of-the-art approaches can not achieve reasonable performance on RealDia. Although

---

$^1$https://github.com/ZhuiyiTechnology/t5-pegasus
baseline approaches have been proven effective on previous dialogue rewriting benchmarks shown in Table 3, their performances are all significantly degraded on RealDia. We believe this is because previous methods are built upon the informative utterance assumption, and therefore they focus on how to directly complete original utterances. Unfortunately, uninformative utterances to rewrite are widely spread in real-world dialogues due to the existence of noises and errors. As a result, previous approaches are unable to handle these issues. This result demonstrates the necessity of RealDia and SGR.

2. SGR can effectively resolve the uninformative utterance challenge via skeleton-guided generation and therefore achieve remarkable improvement on RealDia. Compared with previous baselines, SGR achieves consistent and significant improvements on both Automatic Evaluation and Human Evaluation, which outperforms the previous best dialogue rewriting model JET by 2.7 points on BLEU-4 and 2.0 points on ROUGE-2. Furthermore, we can see that its improvements in Human Evaluation and EM are far more obvious in exact match metric compared to other automatic evaluation metrics. We believe this is because SGR can exploit training data more efficiently by focusing on the consistency and coverage of rewritten sentences but still taking advantage of the high fluency of large-scale pre-trained language model outputs.

Experiment Results on REWRITE

To demonstrate the effectiveness of SGR, we also conduct experiments on REWRITE, a representative dialogue rewriting dataset. Table 3 shows the results of SGR and previous state-of-the-art models on REWRITE. We can see that SGR can effectively resolve omissions and co-references in REWRITE benchmark, and achieve state-of-the-art performance. Besides, we can see that the advantage of SGR is more obvious in exact match metric compared to other automatic evaluation metrics. We believe this is because SGR is guided to generate rewritten sentences with high fluency, consistency and coverage, rather than directly editing the original utterance. As a result, the automatic evaluation metrics may under-estimate the improvements of SGR, which is also consistent with the results in Table 2.

Ablation Studies

To analyze the effects of skeleton-aware pre-training, skeleton guidance, and skeleton-aware reranker, we conduct ablation studies on RealDia, and the results are shown in Table 4. We can see that: 1) Skeleton is critical for rewriting multi-turn dialogues. After removing the guidance of skeleton (denoted as -Skeleton), the Fluency, Consistency, and Coverage
scores all drop on both Automatic Evaluation and Human Evaluation. 2) Skeleton-aware Reranker can effectively select candidates with high fluency, coverage, and semantic consistency. After removing the Skeleton-aware Reranker of SGR (denoted as -Rerank), the scores of Consistency and Coverage all decrease by more than 2%, but it does not have much impact on Fluency. T5 can generate high fluency sentences but its output with the highest generation probability cannot ensure the coverage and consistency of their outputs. 3) Skeleton-aware pre-training can effectively improve the consistency and coverage of rewritten sentences. We can see that Skeleton-aware pre-training improves the scores of Coverage and Consistency by 2.9% and 4.0%, respectively.

Effects of Different Reranking Measurements
To explore the effects of Fluency, Coverage, and Consistency features in reranker, we fix each feature weight to take values from 0.1 to 0.9 in turn and record the best performance that the model can achieve when that feature weight takes the corresponding value. The step is 0.1, and we ensure that the sum of the three feature weights is always 1. The BLEU-4 results are the average of three replicate runs, as shown in Figure 3. The best results of fixing different feature weights have approximately the same trend on BLEU-4. First, the effect of fixing one feature weight is relatively small, with the range being less than 0.02 on BLEU-4, demonstrating our architecture’s robustness to some extent. Second, the performance of the model is relatively poor when the value of a feature weight is too small (<0.2) or too large (>0.7), which indicates that all three features are crucial and need to be considered together.

Case Analysis
To demonstrate and compare the effect of different methods, Figure 4 shows two cases that contain the outputs of different systems. We can see that:

1. **RealDia is challenging for previous dialogue rewriting approaches.** First, baselines frequently generate illegal sentences with low fluency and grammar errors, such as omissions, repetitions, and word order errors. In these cases, the outputs of T-Ptr-λ contain many word order errors, and PAC gets stuck in repetitive loops. In addition, in case 1, T-Ptr-λ, PAC, and RAST generate illegal sentences, and the subject has been omitted from the output of RUN. Second, it is hard for baselines to distinguish between noises and critical information in dialogues due to their inherent informative utterance assumption. RAST, T5 and JET fail to correct the ASR error in original dialogue in case 1, while SGR can correct the transcription error and generate fluent utterances.

2. **Compared with previous state-of-the-art approaches, T5 can guarantee the fluency of its outputs but may have consistency and coverage issues.** Under the guidance of skeleton, SGR can improve the consistency and coverage of rewritten sentences. In these cases, the outputs of T5 contain hallucination contents “expression” and “three teams” that do not appear in the dialogue history, while SGR can correctly generate fluent utterances with high consistency and high coverage based on the dialogue context.

Conclusion
Previous dialogue rewriting benchmarks and systems assume a fluent and informative utterance to rewrite, which is inconsistent with real-world dialogue rewriting application scenarios. In this paper, we first present Real-world Dialogue Rewriting Corpus (RealDia), a new benchmark to evaluate how well current dialogue rewriting systems can deal with real-world noisy and uninformative dialogue utterances. Then we present Skeleton-Guided Rewriter (SGR), which can resolve the task via a skeleton-guided generation paradigm. Experiments on RealDia and previous benchmarks have shown that rewriting real-world noisy dialogues is challenging, and SGR achieves state-of-the-art performance on both RealDia and previous benchmarks.
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