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Abstract

Transformer-based autoregressive (AR) methods have
achieved appealing performance for varied sequence-to-
sequence generation tasks, e.g., neural machine translation,
summarization, and code generation, but suffer from low
inference efficiency. To speed up the inference stage, many
non-autoregressive (NAR) strategies have been proposed in
the past few years. Among them, the conditional masked
language model (CMLM) is one of the most versatile frame-
works, as it can support many different sequence generation
scenarios and achieve very competitive performance on these
tasks. In this paper, we further introduce a simple yet effec-
tive adaptive masking over masking strategy to enhance the
refinement capability of the decoder and make the encoder
optimization easier. Experiments on 3 different tasks (neural
machine translation, summarization, and code generation)
with 15 datasets in total confirm that our proposed simple
method achieves significant performance improvement
over the strong CMLM model. Surprisingly, our proposed
model yields state-of-the-art performance on neural machine
translation (34.62 BLEU on WMT16 EN→RO, 34.82 BLEU
on WMT16 RO→EN, and 34.84 BLEU on IWSLT De→En)
and even better performance than the AR Transformer on 7
benchmark datasets with at least 2.2× speedup. Our code is
available at GitHub1.

Introduction
Transformer-based models (Vaswani et al. 2017) have been
proven effective for various sequence to sequence gener-
ation tasks, such as machine translation (Wu et al. 2019;
Liang et al. 2021), text summarization (Savelieva, Au-
Yeung, and Ramani 2020; Elsaid et al. 2022), dialogue sys-
tems (Zhang et al. 2020; Ma et al. 2020), code genera-
tion (Wang et al. 2020), etc. Despite the excellent perfor-
mance of Transformer-based models, they usually adopt the
autoregressive (AR) decoding paradigm in which the decod-
ing of a target sequence is decomposed into multi-step pre-
dictions in left-to-right order, i.e., the next prediction is con-
ditioned on the previously generated part. Such an attribute
increases the inference time cost linearly with the target se-
quence length, which is time-consuming for long sequences.
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1https://github.com/amom-nar/AMOM

To alleviate this problem, many recent works explore non-
autoregressive (NAR) methods (Gu et al. 2018; Qian et al.
2021; Xiao et al. 2022) to predict a target sequence in paral-
lel, which can dramatically increase inference speed. As the
cost of increasing decoding speed, NAR models remove the
internal dependency of the target sequence and perform each
decoding prediction depending entirely upon the source/in-
put sequence. Inevitably, the generation quality of NAR
methods falls behind their AR counterparts without target-
side information in decoding (Gu et al. 2018).

To achieve a better trade-off between inference speedup
and generation quality, the conditional masked language
model (CMLM) (Ghazvininejad et al. 2019) has been pro-
posed and has already become one of the most competitive
and widely-used NAR frameworks, which exploits an iter-
ative mask-predict decoding strategy. In the training stage,
CMLM leverages a masked language model objective to
generate the masked subset of the target sequence in par-
allel conditioned on the source input and unmasked part in
target sequence. During inference, CMLM first generates the
whole target sequence in parallel (the first iteration) and then
iteratively masks and predicts low-confidence tokens. Based
on CMLM, many recent works have achieved performance
improvements with advanced enhancement strategies from
different perspectives, e.g., improving the inference strat-
egy (Kasai et al. 2020a; Geng, Feng, and Qin 2021), benefit-
ing from the AT counterpart (Hao et al. 2021), training with
better criterion (Marjan et al. 2020; Du, Tu, and Jiang 2021),
introducing self-correction mechanism (Huang, Perez, and
Volkovs 2022) and pre-training (Li et al. 2022b).

In this paper, we further introduce a simple yet very effec-
tive strategy to enhance the refinement capability of CMLM
without changing the model structure and the inference al-
gorithm, named adaptive masking over masking (AMOM).
Concretely, we present two adaptive masking operations for
both the source and target sequence based on the conven-
tional one-time masking in CMLM. The masking operation
for the source sequence can make the encoder optimization
easier by adaptively masking a proportion of tokens based on
the masked target sequence. In contrast, the vanilla CMLM
constructs multiple masked target sequences for each source
sequence in model training, making the encoder difficult to
converge (Guo, Xu, and Chen 2020). Another potential merit
of the source-side masking is to improve the stability of the
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CMLM model against different decoder inputs by prevent-
ing the internal co-adaptation (akin to dropout (Hinton et al.
2012)). Moreover, cooperating it with the masking condi-
tion of the target sentence can better improve the ability
rather than fixed masking. Notice that JM-NAT (Guo, Xu,
and Chen 2020) also explores the source-side masking op-
eration but has a clear difference from our strategy. It in-
troduces a BERT-like masked language model task on the
encoder side to enhance the encoder training, whereas our
adaptive strategy does not introduce any extra task and can
dynamically capture target-side information. The target-side
adaptive masking operation is presented to enhance the re-
finement process of CMLM, motivated by the masking ra-
tio changes of the target sequence in different inference it-
erations, which cannot be captured by the one-time mask-
ing. Simultaneously, unlike the adaptive target-side masking
strategy in GLAT (Qian et al. 2021) to achieve curriculum
learning, we design the masking strategy specially to en-
courage the model to perform steadily and conduct refine-
ments effectively. We focus on the promotion of each itera-
tion rather than only enhancing the first iteration in GLAT.
More comparisons between our strategy and the counter-
parts used in GLAT can be found in the experiments part.

Though AMOM is simple, i.e., only two extra masking
operations in model training, we find it is surprisingly effec-
tive on different sequence generation tasks, including neu-
ral machine translation, summarization, and code genera-
tion (15 datasets in total). It achieves state-of-the-art per-
formance on multiple datasets based on the vanilla CMLM,
e.g., 34.62 BLEU score on WMT16 EN→RO, 34.82 BLEU
on WMT16 RO→EN, and 34.84 BLEU on IWSLT De→En.
AMOM even performs better than the strong autoregressive
Transformer on 7 datasets with at least 2.2× speedup.

Methodology
Our proposed adaptive masking over masking (AMOM)
strategy is a simple yet effective add-on for the conditional
masked language model (CMLM) (Ghazvininejad et al.
2019) training, which comprises two adaptive masking op-
erations for the encoder and decoder, respectively, to en-
hance the encoder training and the refinement capability of
CMLM. Specifically, we adopt the same encoder-decoder
architecture as the CMLM.

Conditional Masked Language Model
A conditional masked language model feeds a source se-
quence X to the encoder and a target sequence in which
part of the tokens are masked by replacing them with the
[mask] token to the decoder. The training objective of
CMLM is to learn to predict the masked tokens Ymask in
parallel given X and the unmasked tokens Yobs in the rest
part of the target sequence, based on the assumption that all
target tokens in Ymask are independent of each other, i.e.,
the prediction of each Ymask token is merely conditioned on
X and Yobs. To eliminate the particularity of Ymask, CMLM
samples a different number of tokens each time as Ymask

from the uniformly distributed number between one to the
target length during training, rather than a fixed proportion

of the target sequence. The training objective of CMLM is
to maximize:

LCMLM =
∑

yt∈Ymask

logP (yt|Yobs, X; θ), (1)

where θ denotes the trainable parameters of CMLM. Unlike
AR methods that can automatically decide the decoding end
by generating a special [EOS] (end of a sentence) token,
typical NAR methods require learning to predict the target
length in advance. CMLM adds a special token [LENGTH]
(akin to the [cls] token in BERT) into its encoder to pre-
dict the target length. During inference, given the input X
and the predicted target length, CMLM executes k iterations
of mask-predict operation (Ghazvininejad et al. 2019) to cre-
ate the final target sequence. At the first iteration, the CMLM
predicts the entire Y in parallel fully depending onX . In the
next k − 1 iterations, CMLM repeatedly masks a specific
number of low-confidence tokens generated from the last it-
eration and regenerates them in parallel.

Adaptive X Masking
Basically, CMLM leverages an encoder-decoder structure to
achieve sequence to sequence generation, which requires the
mutual cooperation between encoder and decoder. However,
during model training, each X will be paired with multiple
Ymask due to the uniform masking strategy of CMLM, mak-
ing the encoder optimization much harder than the decoder.
Guo, Xu, and Chen also empirically prove that the conver-
gence speed of the encoder is significant lower than the de-
coder. Another drawback of conditioning different Ymask on
the sameX is the internal co-adaptation ofX , i.e., each pre-
diction of Ymask relies on the whole input sequence, making
the decoder less focused on the changes of decoder inputs.

To enhance the encoder training and address the above-
mentioned flaws, we propose a simple yet effective adap-
tive masking for inputX . Unlike previous research, our pro-
posed adaptive X masking is included in the sequence to
sequence generation task, and the number of masked tokens
is coordinated with the number of masked Y tokens. More
concretely, given a training pair (X,Y ) in CMLM, where Y
will be divided into Yobs and Ymask, the masking ratio α of
Y can be calculated as Nmask

Nobs+Nmask
.Nobs andNmask denote

the number of tokens in Yobs and Ymask, respectively. Then,
we introduce a mapping function φ(·) to decide the mask-
ing ratio of X based on the masking ratio in Y , i.e., we will
randomly mask φ(α) ∗ LX tokens in the source sequence,
where LX denotes the length of the source sequence. Then
the training loss of CMLM with adaptive X masking can be
computed as:

Lcmlm = −
∑

yt∈Ymask

logP (yt|Yobs, X̂; θ), (2)

where X̂ refers to the input sequence with φ(α) ∗ LX to-
kens being masked. We introduce different variations of φ
in Table 5 and compare their performance.

Adaptive Y Masking
As mentioned above, the superior performance of CMLM-
based methods comes from the iterative refinement process,
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i.e., the previously generated target sequence draft is re-
peatedly polished by regenerating a specific number of low-
confidence tokens in the subsequent iterations. In seeing the
self-correction nature of the refinement process, many recent
works introduce a correction objective in CMLM training to
enhance its refinement capability e.g., SMART (Ghazvinine-
jad et al. 2020), CMLMC (Huang, Perez, and Volkovs 2022).
Unlike these works that introduce extra training objectives
and optimize the inference process of CMLM, we present
an ultra-simple yet effective adaptive masking operation for
Y in model training without any change to the CMLM infer-
ence2. Our strategy is motivated by the quality improvement
of predicted tokens along with the refinement iterations, i.e.,
the proportion of low-confidence tokens (for regeneration
in each iteration) from Ymask will gradually decrease along
with the refinement iterations, resulting in a varied masking
ratio between Ymask and Yobs in the refinement process.

To capture the masking ratio changes in CMLM infer-
ence, we add another masking operation (adaptive Y mask-
ing) upon the one-time masking in the vanilla CMLM
model. Specifically, for each training pair (X,Y ), Y is di-
vided into Yobs and Ymask. CMLM generates the masked
tokens based on Yobs and X , where the generated result
is denoted as Ŷmask to distinguish with Ymask. Then, we
compute the correctness ratio of predicted tokens in Ŷmask

by comparing with target tokens in Ymask, formulated as
β = |Ŷmask=Ymask|

Nmask
. Similar to adaptive X masking, we in-

troduce another mapping function ψ(·) to decide the mask-
ing proportion of Ŷmask and Yobs tokens. Different types of
mapping function ψ(·) are experimented in Analysis, and
more details are given in Appendix. We assign a masking
probability of 1− ψ(β) to each token in Ŷmask and a mask-
ing probability of ψ(β) to each token in Yobs. As a result, the
newly masked tokens in the second time denote Y ′

mask, and
the rest tokens will serve as a new Y ′

obs, for the next iteration.
The training loss of the new subset Y ′

mask is computed the
same as the first-time masking in CMLM, formulated as:

Laday = −
∑

yt∈Y ′
mask

logP (yt|Y ′
obs, X̂

′; θ), (3)

where X̂ ′ refers to the input sequence with an adaptive
masking ratio of Y ′

mask being masked.

AMOM Training and Inference
We simply adopt two adaptive masking strategies based on
the original CMLM training process. The training objective
of our proposed adaptive masking over masking (AMOM)
is the simple combination of Lcmlm and Laday mentioned in
Equation 2 and 3, formulated as:

LAMOM = Lcmlm + Laday, (4)

As for inference, we utilize the same decoding strategy with
CMLM. As mentioned above, we utilize a special token
[LENGTH] in the encoder to predict the target length in
advance. Inevitably, there is a deviation between the pre-
dicted length and the ground-truth length. Thus, we also

2More comparisons are given in Appendix.

consider selecting the translation with the highest proba-
bility with different target lengths to obtain better results.
Given the target length LY and the total number of refine-
ment iterations T , the model performs generation based on
the fully masked decoder input (i.e., empty Yobs) at the first
iteration. In the next T − 1 iterations, a specific number of
low-confidence tokens will be masked and re-generated. The
number of masked tokens in each iteration can be computed
as n = T−t

T ∗ LY , where t denotes the current iteration
number. Given the number of masked tokens, the model will
select them based on the output probability of each token,
where tokens with the lowest probability will be masked,
and their scores will be updated in the next iteration.

Experiments
To evaluate our AMOM method and show its universal im-
pact on various sequence generation tasks, we conduct ex-
periments on natural machine translation, summarization,
and code generation tasks.

Datasets
For machine translation, we conduct experiments both on
IWSLT and WMT datasets, which are widely used for
NMT tasks. The datasets from IWSLT competitions con-
tain 4 language pairs (170k pairs), see details in Table 2.
For WMT datasets, we choose two language pairs which
are widely used in non-autoregressive machine translation
task, WMT16 English→Roman (0.6M pairs) and WMT14
English→German (4.5M pairs) tasks. Following previous
works on non-autoregressive machine translation, we ap-
ply sequence-level knowledge distillation (Kim and Rush
2016; Zhou, Gu, and Neubig 2019) for all datasets. For
WMT datasets, we use the same distilled data as the same as
CMLM (Ghazvininejad et al. 2019). Then, we amalgamate
the raw and distilled data as our final training data, follow-
ing (Ding et al. 2020). For all IWSLT datasets, we train the
teacher model with Transformersmall, and use the generated
results as the distilled data. Then, we train our AMOM on
distilled data. For summarization task, we use the XSUM
dataset (Narayan, Cohen, and Lapata 2018) which contains
204,045/11,332/11,334 online articles and single sentence
summary pairs from the British Broadcasting Corporation
for training/validation/test. We preprocess the dataset, fol-
lowing (Lewis et al. 2020). For code generation task, we use
Py150 dataset (Raychev, Bielik, and Vechev 2016) and use
GitHub-Java dataset (Allamanis and Sutton 2013). We use
the Python official library tokenizer3 and Javalang4 to split
the datasets into lines of codes. Then we use a sliding con-
text window to adopt 10-lines of code tokens as the source
sentences and the next 4-lines as the target sentences. We
follow (Wang et al. 2020) to process the dataset to transform
some special tokens as [str] token (without bpe).

Settings
All experiments are done using the Fairseq library (Ott
et al. 2019). Following previous settings (Ghazvininejad

3https://docs.python.org/3/library/tokenize.html
4https://github.com/c2nes/javalang
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Model Iterations WMT16 WMT14 SpeedupEN→RO RO→EN EN→DE DE→EN

AR Transformer (Vaswani et al. 2017)* N 34.23 34.28 28.41 32.28 1.0x
Fu

ll
N

AT

NAT-FT (Gu et al. 2018) 1 27.29 29.06 17.69 21.47 15.6×
AXE (Marjan et al. 2020) 1 31.54 30.75 23.53 - 15.3x
OAXE (Du, Tu, and Jiang 2021) 1 33.3 32.4 26.1 - 15.3x
GLAT (Qian et al. 2021) 1 32.87 33.51 26.55 31.02 15.3x
FullyNAT (Gu and Kong 2021) 1 33.71 34.16 27.20 31.39 16.8x
DSLP (Huang et al. 2022a) 1 34.17 34.60 27.02 31.61 14.8x
DAT (Huang et al. 2022b) 1 - - 27.49 31.37 13.9x

It
er

at
iv

e Refine-NAT (Lee, Mansimov, and Cho 2018) 10 27.11 30.19 21.61 25.48 1.5x
LevenshteinNAR (Gu, Wang, and Zhao 2019) >7 33.02 - 27.73 - 4.0x
DisCo (Kasai et al. 2020a) 3.1 33.25 33.22 27.34 - 3.5x

C
M

L
M

-B
as

ed

CMLM (Ghazvininejad et al. 2019)* 10 33.46 33.83 27.21 31.03 2.3x
SMART (Ghazvininejad et al. 2020) 10 33.85 33.53 27.65 31.27 1.7x
JM-NAT (Guo, Xu, and Chen 2020) 10 33.52 33.72 27.69 32.24 -
RDP (Ding et al. 2020) 10 33.7 - 27.8 - 1.5x
LFR (Ding et al. 2021) 10 - 33.9 27.8 - 1.5x
MvSR-NAT (Xie, Li, and Hu 2021) 10 33.38 33.56 27.39 31.18 3.8x
CORR (Huang, Perez, and Volkovs 2022) 10 34.31 34.08 28.19 31.31 -
CMLMC (Huang, Perez, and Volkovs 2022) 10 34.57 34.13 28.37 31.41 -

Ours AMOM 10 34.62 34.82 27.57 31.67 2.3x

Table 1: Results on 4 WMT machine translation tasks. “*” denotes the results of our implementations.

Model En↔De En↔Fr En↔Zh En↔Es Avg Speedup

Transformer 28.71/34.68 36.2/37.0 25.7/18.2 37.8/39.5 32.22 1.0x

CMLM 27.77/33.87 35.2/35.0 26.0/17.9 37.1/39.0 31.48 2.2x

AMOM 28.41/34.84 35.6/36.3 26.1/18.4 38.0/39.8 32.18 2.2x

Table 2: Results on 8 IWSLT datasets. Numbers before and after “/” denote BLEU scores from and to English directions.

et al. 2019), we use the standard Transformerbase config-
uration on WMT datasets and standard Transformersmall

configuration on IWSLT datasets for both auto-regressive
and non-autoregressive experiments. During AMOM train-
ing, we follow the hyper-parameters in CMLMC (Huang,
Perez, and Volkovs 2022) for WMT14 En↔De and follow
the hyper-parameters of CMLM realization in Fairseq5 for
the other datasets. During inference, we average the 5 best
checkpoints chosen by validation BLEU scores as our fi-
nal model and set the length beam as 3/5 for IWSLT/WMT
datasets. For XSUM, we choose Transformerbase with em-
bedding dimension 768 and follow the training schedule ap-
plied in NMT. During our training, we make a specific mod-
ification of the hyper-parameters referring to (Lewis et al.
2020). During inference we follow the process in (Qi et al.
2021), where the same consecutive tokens will be merged
to avoid repeated n-gram tokens. For code generation tasks,
we choose Transformerbase with embedding size 512 and
follow the original training schedule. We make a specific
modification of the hyper-parameters referring to (Liu et al.
2022). For all datasets, we set the limits ratio of adaptive X

5https://github.com/facebookresearch/fairseq/tree/main/
examples/nonautoregressive translation

from 10%-30% and adaptive Y from 20%-80%, and select a
linear mapping function to decide the masking ratios. More
details about training are presented in Appendix.

Main Results
Natural Machine Translation. Following previous works,
we evaluate the performance with BLEU (Papineni et al.
2002) for WMT datasets and IWSLT En↔De dataset, and
for the other IWSLT datasets, we use SacreBLEU 6 (Post
2018; Liang et al. 2021). Speedup is measured by LGPU

1 fol-
lowing the previous work (Kasai et al. 2020b; Gu and Kong
2021; Helcl, Haddow, and Birch 2022). Table 2 presents
the results on 8 IWSLT datasets, we compare our AMOM
with original CMLM and strong Transformer (AR) base-
line. First, a significant improvement can be found over the
original CMLM on all datasets, with about 0.7 BLEU on
average. More excitingly, compared with the strong Trans-
former (AR) baseline, our AMOM has achieved better per-
formance on five datasets, and only a tiny gap (0.04 BLEU)
still exists on average. We show our results in Table 1 for
WMT datasets, we compare our approach with various itera-
tive NAR models, including two popular fully NAR models.

6https://github.com/mjpost/sacrebleu

13792



Model ROUGE-1 ROUGE-2 ROUGE-L

Transformer 30.66 10.80 24.48

Without pretrain
vanilla NAT 24.04 3.88 20.32
InsertNAR 17.65 5.18 16.05
Levenshitein 25.33 7.40 21.48
Disco 26.85 6.86 21.72
POSPD 27.39 7.26 22.15
CMLM* 25.80 6.31 20.45
AMOM* 31.59 9.30 24.98

With pretrain
BANG 34.71 11.71 29.16
MIST 34.63 11.29 28.70
ELMER 37.30 13.17 29.92

Table 3: Results on XSUM for the text summarization task.
“*” denotes the results of our implementations.

Model Python JAVA
Iter. BLEU ES Iter. BLEU ES

CMLM 4 49.61 69.58 4 60.54 76.68
10 53.44 70.42 10 62.82 77.24

AMOM 4 50.57 70.22 4 62.86 76.61
10 56.50 71.38 10 65.43 77.17

Table 4: Results on Py150 and Github-Java dataset.

We re-run the experiments of CMLM with the same settings
in AMOM to avoid inconsistency. After applying our sim-
ple yet effective methods to the traditional CMLM frame-
work, we achieved state-of-the-art (SOTA) BLEU score on
WMT16 En→Ro (34.62) and Ro→En (34.82) with 10 iter-
ations. For the WMT14 En↔De dataset, AMOM also out-
performs most of the baselines on De→En (31.67). On the
En→De dataset, AMOM only gains 0.36 BLEU improve-
ment compared with CMLM and a comparable score com-
pared with strong CMLM-Based baselines. This might be
because our adaptive X strategy hurts the performance in
the first iteration to some extent. Note that AMOM is com-
plementary to other effective tricks applied in CMLM, and
stronger results can be expected by combining our adaptive
masking strategies with their methods.
Summarization. See Table 3, the performance is evaluated
by ROUGE F1 score (Lin and Hovy 2002). Specifically,
we report the unigram ROUGE-1 and bigram ROUGE-2
overlap to assess the informativeness, and the longest com-
mon subsequence ROUGE-L score to assess the fluency.
We compare our AMOM with the original CMLM and sev-
eral NAR baseline models, including vanilla NAT (Gu et al.
2018), InsertNAR (Stern et al. 2019), Levenshitein (Gu,
Wang, and Zhao 2019), Disco (Kasai et al. 2020a),
POSPD (Yang et al. 2021), CMLM (Ghazvininejad et al.
2019), BANG (Qi et al. 2021), MIST (Jiang et al. 2021),
ELMER (Li et al. 2022a). Results show that AMOM outper-
forms all other NAR models without pre-training. Since pre-
training always benefits summarization task a lot, models
with pre-training achieve significant performance improve-

ments. Notice that AMOM can also be applied to the pre-
training and finetune stage, we believe it also works to im-
prove the performance.
Code Generation. The performance is evaluated by BLEU
and ES (Wang et al. 2020), which measure character-level
edit similarity and n-gram level precision between the target
codes and generated codes, respectively. We also report the
results of different iterations in Table 4. Our AMOM outper-
forms the original CMLM with different iterations and gains
better improvements during refinements.

Analysis
The Mapping Function of Adaptive X Masking. In this
subsection, we exhibit exhaustive experiments to explore en-
coder masking strategies and how to affect the model perfor-
mance. In particular, we analyse the effects of different map-
ping functions, these strategies can utilize decoder masking
ratio αdec to obtain encoder masking ratio αenc:

• φlinear: αenc = (b− a)αdec + a;
• φconvex: αenc = (b− a)α2

dec + b;
• φconcvae: αenc = (a− b)α2

dec + 2(b− a)αdec + b;
• φladder: αenc = a− ⌈ αdec

a−b+0.1⌉,

where a and b are two hyper-parameters controlling the
masking limits, and the specific curves corresponding to the
above mapping function are presented in Appendix. The
results are shown in Table 5, and it is worth noting that
the above experiments are based on the CMLM model and
IWSLT14 De→En dataset for clear contrast. Early experi-
ments show that encoder masking can boost the model per-
formance, and at αenc = 0.2, the encoder masked model
performs best when using the fixed masking strategy, results
are shown in Appendix. That is why we design the mapping
function to limit the masking raio around 0.2. Firstly, we
take linear mapping functions as our priority. Fortunately,
linear mapping has been proved by comprehensive exper-
iments that it is indeed one of the most effective imple-
mentations to boost the performance. Besides, the results
are consistent with our intuition that the more tokens in
Y are masked, the few tokens in X should be masked to
keep the masking ratio balanced. We also have briefly tried
a few alternative implementations beyond linear mappings,
but without achieving further performance improvement.
The Effect of Adaptive X Masking. We also compare our
adaptive X masking strategy with several related works to
further show its effectiveness. Since JM-NAT (Guo, Xu, and
Chen 2020) also introduces masking operation inX , we also
conduct experiments to compare AMOM and their bert-like
masking. Also, they introduce an auxiliary MLM training
objective to improve the encoder, we further verify if this
can combine with AMOM, see Table 6. Notice that we keep
the decoder-side the same as vanilla CMLM (without adap-
tive Y masking in AMOM and n-gram loss in JM-NAT)
to make a fair comparison of encoder-side. Results show
that this MLM training objective can also improve AMOM
slightly, but seems less related to our assumption and pur-
pose. Besides, we can find adaptive X outperforms the bert-
like masking for CMLM. Also, we find that the adaptive X
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Strategy αenc BLEU

Linear

φlinear(αdec, 0.25, 0.15) 34.20
φlinear(αdec, 0.3, 0.1) 34.48
φlinear(αdec, 0.35, 0.15) 34.30
φlinear(αdec, 0.4, 0.1) 34.40
φlinear(αdec, 0.1, 0.3) 33.64
φlinear(αdec, 0.1, 0.4) 33.76

Convex ψconvex(αdec, 0.3, 0.1) 33.55

Concave ψconcave(αdec, 0.3, 0.1) 33.96

Ladder ψladder(αdec, 0.3, 0.1) 34.17

Table 5: The BLEU scores of adaptive X masking strategy.

Method BLEU Method BLEU

CMLM 33.87 CMLM 33.87
+ adax 34.48 + mix cutoff 33.96
+ adax+mlmloss 34.57 + span cutoff 33.93
+ jm-nat 34.13 + random replace 34.13
+ jm-nat+mlmloss 34.21 + random delete 33.95

Table 6: Comparison between adaptive X masking and re-
lated methods.

masking operation is similar to a data augmentation strategy
(such as cutoff (Shen et al. 2020)), and specially designed
to improve the refinements ability of CMLM. To better an-
alyze them, we also compare adaptive X masking with sev-
eral common data augmentation strategies (including cut-
off). Since fixed masking is similar to token cutoff, we con-
duct experiments with span cutoff and mix cutoff. We also
compare with some other strategies (such as random delete,
random replace). Results show that adaptiveX masking out-
performs all other operations onX , while various traditional
strategies can boost vanilla CMLM to some extent.
The Mapping Function of Adaptive Y Masking. We
also experiment with different masking strategies when ap-
plied to the decoder side in a two-step training scheme.
We try same adaptive mapping function and denoted as
ψlinear, ψconvex, ψconcvae, and ψladder to obtain masking
ratio αdec. Specifically, we can calculate αdec based on ran-
domly sampled variable β which is correctness ratio pre-
dicted by first step training as mentioned above : αdec =
ψlinear(β, a, b) = (b − a)β + a. Unlike the encoder mask-
ing mapping function, we choose a large masking ratio range
because there exist various conditions of masking ratios and
tokens confidence during inference. The schedule curves are
also shown in Appendix. Table 7 lists the results of several
adaptive decoder masking strategies. Notice that we achieve
all results here with a linear mapping φlinear(αdec, 0.3, 0.1)
for source-side masking. The simple linear mapping func-
tion achieves the best performance, and the large masking
ratio range seems better. Besides, a high correctness ratio al-
ways indicates high token confidence, and then fewer tokens
in Ŷmask will be masked in the next iteration. Our adaptive
Y masking strategy matches the inference strategy of the
original CMLM.

Strategy αdec BLEU

Linear

ψlinear(β, 0.1, 0.9) 34.65
ψlinear(β, 0.2, 0.8) 34.84
ψlinear(β, 0.3, 0.7) 34.79
ψlinear(β, 0.2, 0.5) 34.62
ψlinear(β, 0.5, 0.8) 34.77
ψlinear(β, 0.8, 0.2) 34.61

Convex ψconvex(β, 0.2, 0.8) 34.80

Concave ψconcave(β, 0.2, 0.8) 34.59

Ladder ψladder(β, 0.2, 0.8) 34.75

Table 7: The BLEU scores of adaptive Y masking strategy.

Masking Strategy BLEU Masking Strategy BLEU

Adaptive (Ours) 34.84 Uniform 34.53
+ same ratio 34.65 Glancing 34.68
+ 3 step 34.50 Glat 33.72
+ exposure bias 34.79 Glat + fix-x (0.1) 33.64
+ confidence-based 33.85 Glat + ada-x 33.35

Table 8: Comparison of adaptive Y masking with different
constraints and related methods.

The Effect of Adaptive Y Masking. To better understand
the two-step training scheme and how to guide model train-
ing, we analyze the effect of different masking and training
settings, and notice that we all keep the uniform masking
strategy in the first step as the original CMLM. First, we
use uniform sampling to replace adaptive ψ sampling in the
second masking step. Then we also keep the masking ra-
tio αdec = β to verify whether the masking ratio is critical
for model training. Besides, we use an adaptive strategy to
train three steps which simulate the multi-step inference sce-
narios. We also test the impact of whether recover ground
truth tokens or keep the predicted token in the second train-
ing step. Since the masking tokens are chosen by predic-
tion confidence during inference, we also apply confidence-
based masking during training to further verify our adap-
tive Y masking. Moreover, we also compare our adaptive
Y masking with the glancing masking strategy proposed in
GLAT to improve the one-pass decoding. The results are
shown in Table 8. We can observe that adaptive masking
outperforms uniform masking in the second-step training,
and the uniform masking seems to bring little improvements
compared with adaptive X masking (34.48). This also indi-
cates that although AMOM may expand training expenses,
adaptive Y masking is truly valuable, and the performance
improvements do not come from more updates. Moreover,
results also reflect that two-step refinements are enough for
model training without the necessity for more steps. Besides,
using model prediction instead of ground truth can effec-
tively reduce the problem of exposure bias, and introduc-
ing a confidence-based masking strategy does not bring im-
provements. Compared with GLAT, adopting the glancing
masking as the second step masking strategy also performs
better than uniform masking but is inferior to our adaptive
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Figure 1: Comparison between different source language
sentence length and decoding iterations.

Y masking. Besides, if we directly adopt glancing mask-
ing and one-step training the same as GLAT (Glat), the per-
formance declines, and further combining it with encoder
masking even harms the performance. This indicates that our
methods play a different role compared with GLAT.
More Iterations for Long Sequence. For long source input
sentences, it is almost impossible to obtain a fluent and rela-
tively correct result for non-autoregressive machine transla-
tion models. It often requires multiple iterations to refine the
translation results. Therefore, the ability to refine is a cru-
cial evaluation criterion for a model. First, we compare the
BLEU scores of AMOM and CMLM in different iterations
steps, as shown in Appendix. We can see that the AMOM
outperforms the CMLM model when the iterations step in-
creases, which proves that an adaptive masking strategy can
enhance refinement ability. In addition, we make a compar-
ison of results with different source sentence length N and
different decoding iterations T on two two datasets (IWSLT
DE→EN and WMT EN→RO). We split each dataset into
five segments according to sentence length and run infer-
ence three times according to different stepsN ∈ [1, 10, N ].
In Figure 1, we present the improvements of more decod-
ing steps with different colours. Results show that AMOM
exhibit significant gain than vanilla CMLM with more steps,
e.g., although the performance of AMOM in Iter.1 is inferior
than CMLM, it all outperforms CMLM in Iter.10, especially
for long sentences. We can also find that long sentences of-
ten require more decoding steps, and AMOM perform better.

Related Work
Iterative-based Non-autoregressive Sequence Genera-
tion. Non-autoregressive models have attracted an increas-
ing attention in recent years due to their efficient decod-
ing, but the improvements in decoding speed come at the
expense of generation quality. Thus, iterative-based non-
autoregressive (NAR) models (Lee, Mansimov, and Cho
2018; Gu, Wang, and Zhao 2019; Saharia et al. 2020; Geng,
Feng, and Qin 2021; Lu, Meng, and Peng 2022) are pro-
posed to achieve a better trade-off between the inference
speedup and generation quality. Lee, Mansimov, and Cho
first propose the iterative model which aims refine the noised

target sequence. Later, insertion and deletion operations are
introduced in each decoding iteration to create the final
translation. Among these iterative NAR methods, the con-
ditional masked language model (CMLM) (Ghazvininejad
et al. 2019) is widely-used owing to its promising perfor-
mance when using the mask-predict strategy. In particular,
CMLM leverages the masked language model objective to
guide model training and iteratively masks and predicts to-
kens during inference. Many recently works have achieved
performance improvements based on CMLM (Guo, Xu, and
Chen 2020; Huang, Perez, and Volkovs 2022). Recently,
Savinov et al. proposed step-unrolled denoising autoencoder
which adopts denoising operation in each iteration.
Masked Language Model. The masked language model
(MLM) first introduced by BERT (Devlin et al. 2018) has
become the essential component of various popular pre-
training methods (Song et al. 2019; Liu et al. 2019; Dong
et al. 2019; Joshi et al. 2020; Li et al. 2022b; Xu, Van Durme,
and Murray 2021). Its standard paradigm is to select some
tokens in the source sequence by different strategies and then
replace them with a [mask] token, and then the model
is trained to predict the masked tokens. Since the masking
strategy is significantly essential for these model, different
masking strategies are served as different learning methods.
As BERT is served as a single Transformer encoder and a
monolingual framework, there are limitations in various ap-
plications, such as machine translation. Then much progress
has been made to extend the applications of masked lan-
guage modeling strategy (Guo et al. 2020; Zhu et al. 2020;
Li et al. 2022b). The CMLM-based non-autoregressive mod-
els can also benefit from it by introducing a uniform mask-
ing strategy in training and a mask-predict decoding strat-
egy during inference (Ghazvininejad et al. 2019). However,
only few improvements on masking strategies are explored
for CMLM. In this work, we further design a simple yet ef-
fective adaptive masking over masking method on both the
encoder and decoder sides to enhance the CMLM training
for better refinement capability during inference.

Conclusion
In this paper, we present an adaptive masking over masking
(AMOM) strategy to enhance the conditional masked lan-
guage model (CMLM) for non-autoregressive sequence gen-
eration. Our AMOM only contains two masking operations
in model training without modifying the model structure
or changing the inference schedule. Extensive experiments
on different sequence generation tasks indicate our pro-
posed AMOM can yield significant performance improve-
ment over the original CMLM model and even outperform
the strong autoregressive (Transformer) counterpart on 7
NMT benchmark datasets and achieves SOTA performance
on WMT16 EN→RO, 34.82 BLEU on WMT16 RO→EN,
and 34.84 BLEU on IWSLT De→En. Due to the limitation
of computational resources, we only test our AMOM for the
CMLM model. In the near future, we will design more el-
egant AMOM strategies and explore their effectiveness on
different NAR frameworks. We also will extend our AMOM
to other types of masked language models, both in the pre-
training and fine-tuning stages.
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