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Abstract

Unsupervised text-graph alignment (UTGA) is a fundamental task that bidirectionally generates texts and graphs without parallel data. Most available models of UTGA suffer from information asymmetry, a common phenomenon that texts and graphs include additional information invisible to each other. On the one hand, these models fail to supplement asymmetric information effectively due to the lack of ground truths. On the other hand, it is challenging to indicate asymmetric information with explicit indicators because it cannot be decoupled from the data directly. To address the challenge posed by information asymmetry, we propose the assumption that asymmetric information is encoded in unobservable latent variables and only affects the one-way generation processes. These latent variables corresponding to asymmetric information should obey prior distributions recovered approximately from original data. Therefore, we first propose a taxonomy of the latent variable that classifies the latent variable into transferrable (TV) and non-transferable (NTV) variables and further distinguish NTV as the dependent variable (DV) and the independent variable (IV). Next, we propose three latent VAE-based regularizations on TV, DV, and IV to constrain their distributions to well-designed prior distributions to introduce asymmetric information into models and enhance the preservation of shared contents. Finally, we impose the three proposed constraints on a cycle-consistent learning framework, back-translation (BT), named ConstrainedBT. Experiments on three UTGA tasks demonstrate the effectiveness of ConstrainedBT on the information-asymmetric challenge.

Introduction

Unsupervised text-graph alignment (UTGA) is the task of bidirectional text-graph generation without parallel data (Jin et al. 2020; Schmitt et al. 2020; Ke et al. 2021), which is fundamental to producing readable explanations (Cai and Lam 2020; Saha et al. 2021; Chairatanakul et al. 2021; Gai et al. 2021; Tian et al. 2022) and is used to make reasoning (Sinha et al. 2019; Tian et al. 2021; Huang et al. 2021; Li et al. 2022b) in NLU. However, most available methods on unsupervised alignment (Schmitt et al. 2020; Guo et al. 2020; Prabhumoye et al. 2018; Yi et al. 2020; Xiao et al. 2021; Ma et al. 2021) cannot solve a critical problem that is very common in UTGA: information asymmetry. We first illustrate information asymmetry in UTGA defined in Definition 1.

**Information Asymmetry:** Yang et al. (Yang et al. 2019) summarize three information conditions in text generation tasks: Source \(\approx\) Target, Source \(>\) Target, and Source \(<\) Target. However, there exists a more challenging condition in unsupervised alignment tasks: Source \(\neq\) Target, the phenomenon of which is defined as information asymmetry in Definition 1. For the example in Figure 1, the text includes the information of the story scene (such as “visit” and “movie”) that is not visible to the graph, while the graph also contains the logic (such as \(\text{Mother}(x, y) \land \text{Mother}(y, z) \rightarrow \text{Grandmother}(x, z)\)) that is not necessary to be expressed in the text. It is challenging to eliminate its impacts on UTGA. Due to the lack of labels, models can hardly extract asymmetric information during training, like supervised learning (Yang et al. 2019; Liu, Wang, and Li 2021). In addition, asymmetric information is usually entangled in forms and contents so that we cannot operate on explicit spaces directly (Schmitt et al. 2020).

**Definition 1.** Information asymmetry in UTGA is the phenomenon that the paired data contain additional information with complex forms invisible to each other.

To address the information asymmetry problem in UTGA, we assume that all information, including asymmetric information, is encoded in the latent variable. This latent variable can be divided into three parts: transferrable variable (TV) and non-transferable parts (NTV) with asymmetric information of the text and the graph, respectively. Furthermore, NTV is classified into the dependent variable (DV) and the independent variable (IV) according to its correlation to TV. Aiming at TV, we design a VAE-based transferrable constraint (Kingma and Welling 2014) to preserve shared information between two generation processes. Considering NTV, we propose two other CVAE-based regularizations (Kingma et al. 2014; Jain, Zhang, and Schwing 2017) for DV and IV that force their distributions to approximate...
prior distributions, which can be recovered from the original data. These two constraints can effectively introduce the missing asymmetric information into one-way generation models, allowing the better convergence of models. Finally, we impose the three constraints on a cycle-consistent learning framework, back-translation (BT) (Sennrich, Haddow, and Birch 2016; Hoang et al. 2018), to achieve UTGA. The proposed model is named ConstrainedBT.

We conduct experiments on three available UTGA tasks. Logic2Text (Chen et al. 2020) includes a task without asymmetric information, while LogicNLI (Tian et al. 2021) and CLUTRR (Sinha et al. 2019) contain two information-asymmetric tasks. Results show that ConstrainedBT can converge faster than naive BT on Logic2Text and outperforms other unsupervised baselines on the information-asymmetric datasets, which supports that our proposed constraints can indeed solve the information asymmetric problem and enhance the unsupervised alignment model. To further understand these constraints, we analyze their priority and interactions from the view of curriculum learning (Wang, Chen, and Zhu 2021). Finally, we validate ConstrainedBT’s benefits to downstream NLU tasks based on prompt learning (Liu et al. 2021b; Li and Liang 2021).

Contributions: Firstly, we analyze a critical problem of UTGA, information asymmetry. Secondly, we distinguish transferable and non-transferable latent variables and impose three implicit constraints on BT to introduce information asymmetry in latent spaces. Thirdly, experimental results show that our proposed method can effectively alleviate the negative impacts of asymmetric information on UTGA.

Related Works

Information Asymmetry in NLG

Information asymmetry is a common phenomenon in NLG. Some tasks, such as text style transfer, machine translation, and multi-modal tasks (Chen et al. 2021a), include asymmetric information at the formal level. For example, text style transfer shows asymmetric styles (Prabhumoye et al. 2018; Yi et al. 2020; Xiao et al. 2021; Ma et al. 2021) while machine translation should bridge the gap between different languages (Wang et al. 2021; Li et al. 2022a; Nguyen et al. 2021). Other tasks, including text summarization and topic-to-essay generation, exhibit asymmetric information at the content level. Text summarization is a typical one-way asymmetric task that the information of the target needs to be filtered from the source (Lin and Ng 2019; Cao 2022). Inversely, topic-to-essay generation requires supplementary information to generate the target (Yang et al. 2019). Although information asymmetry is not a prominent problem in supervised learning (Chen et al. 2021b), it is a dominant challenge in unsupervised scenarios. Considering unsupervised text style transfer, it is widely studied due to its difficulty in introducing asymmetric information of style into the content (Prabhumoye et al. 2018; Ma et al. 2021).

Text-graph alignment is the bidirectional generation of the graph and the text from each other. Previous studies treat them as two independent supervised tasks: text-to-graph generation and graph-to-text generation (Song et al. 2020; Hoyle, Marasovic, and Smith 2021; Ren et al. 2021; Ke et al. 2021). Unsupervised text-graph alignment (UTGA) is a more challenging task because it includes bidirectional asymmetric information, as shown in Figure 1.

Cycle-Consistent Learning

Cycle-consistent learning (CCL) is commonly used to solve unsupervised tasks without parallel data (Nguyen et al. 2021; West et al. 2019; Ju et al. 2021), which trains unsupervised models through internally consistent loss functions, including adversarial loss (Shen et al. 2017), reconstruction loss (Luo et al. 2019), and auxiliary loss (Prabhumoye et al. 2018). In particular, it achieves surprising performance on unsupervised text style transfer. Shen et al. (Shen et al. 2017) first propose a general CCL framework that uses an adversarial loss to achieve unsupervised transferring. Based on the framework, the following works (Prabhumoye et al. 2018; Yi et al. 2020; Xiao et al. 2021; Ma et al. 2021) design new CCL frameworks introducing auxiliary tasks and diverse methods to balance style conversion and content preservation. Among these works, back-translation (BT) (Luo et al. 2019; Lample et al. 2019; He et al. 2020; Lai, Toral, and Nissim 2021) is a simple but effective framework for arbitrary unsupervised alignment tasks, which is first proposed to achieve data augmentation in NMT (Sennrich, Haddow, and Birch 2016; Pham et al. 2021). Hoang et al. (Hoang et al. 2018) and Cotterell and Kreutzer (Cotterell and Kreutzer 2018) improve the optimization strategy to an iterative one, named iterative back-translation (IBT). Aiming at UTGA, Schmitt et al. (Schmitt et al. 2020) also propose an LSTM-based cycle-consistent learning method (GT-BT), which adopts different initializations to control the generation of text sequence or the graph sequence with three unsupervised auxiliary objectives. On this basis, Guo et al. (Guo et al. 2020, 2021) introduce a general BT method to text-graph alignment directly and further optimize such the method through a CVAE module (CycleGT), achieving comparable performance with supervised methods on WebNLG (Gardent et al. 2017; Ferreira et al. 2020) without much asymmetric information. However, these available methods cannot deal with UTGA with information asymmetry due to the lack of effective means to introduce or indicate such complex asymmetric information.

Formulation

The generation process of the text-graph pair can be described under two hypotheses.

**Hypothesis 1 (Transferable Hypothesis).** A graph $g$ is generated from the conditional distribution $p(g|z, z_{t})$, while a text $t$ is generated from the conditional distribution $p(g|z, z_{t})$, where $z$ is the transferable latent variable, and $z_{g}$ and $z_{t}$ are non-transferable latent variables.

**Hypothesis 2 (Disentangling Hypothesis).** There are only two cases of dependency between $z_{g}$ ($z_{t}$) and $z$. If $z_{g}$ ($z_{t}$) and $z$ can be totally disentangled, then $z_{g}$ ($z_{t}$) and $z$ are independent; otherwise, $z_{g}$ ($z_{t}$) is dependent on $z$.

Based on the two hypotheses, latent variables can be divided into three types. Definition 2 distinguishes transferable (TV) and non-transferable variables (NTV) clearly,
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Figure 2: Variable dependencies under disentangling and entangling conditions. Line arrows represent dependencies defined in Hypothesis 1, while dashed arrows represent ones in Hypothesis 2. White circles mean observed variables, while grey circles mean latent variables.

while Definition 3 further distinguishes two different non-transferable variables (IV and DV).

Definition 2. Transferable Variable (TV) is defined as the part of the latent variable that can be extracted by both “perfect” text and graph encoders, while Non-transferable Variable (NTV) is the remained part that can only be encoded by either “perfect” text or graph encoder.

Definition 3. If the non-transferable variable is totally independent of the transferable variable, it is defined as Independent Variable (IV); otherwise, it is named Dependent Variable (DV).

According to the definitions, there are two conditions among latent variables in UTGA, as shown in Figure 2, where \( z_t \) and \( z_g \) are NTVs. As a result, the text-graph pair can be sampled from joint distributions of \( p(t, g) \) (Equation 1) and Equation 2 where independent conditions are also given based on \( z, z_t \), and \( z_g \), under the disentangling and entangling conditions. The essence of the sampling process includes four steps: 1) sampling the transferable variable \( z \) from a prior distribution \( p(z) \); 2) sampling non-transferable variables \( z_t \) and \( z_g \) from prior distributions or conditional distributions; 3) Sampling the consistent graph \( g \) and text \( t \) according to \( z, z_t, \) and \( z_g \).

\[
p(t, g) = \mathbb{E}_{z \sim p(z)} \mathbb{E}_{z_t \sim p(z_t | z)} \mathbb{E}_{z_g \sim p(z_g | z)} [p(t, g | z_t, z_g, z)] \\
(z_t \perp z, z_g \perp z, z_t \perp z_g) \quad (1)
\]

\[
p(t, g) = \mathbb{E}_{z \sim p(z)} \mathbb{E}_{z_t \sim p(z_t | z)} \mathbb{E}_{z_g \sim p(z_g | z)} [p(t, g | z_t, z_g, z)] \\
(z_t \perp z, z_g \perp z) \quad (2)
\]

In UTGA, we can only observe two unpaired datasets of texts \( T = \{t_1, t_2, \ldots, t_n\} \) and graphs \( G = \{g_1, g_2, \ldots, g_m\} \), and latent variables \( (z, z_t, z_g) \) are unobservable. Therefore, our objective is to learn the conditional distributions of \( p(t | g) \) and \( p(g | t) \) under the generative assumption (Shen et al. 2017) shown in Equation 3 and Equation 4 under two conditions in Figure 2.

\[
p(t | g) = \mathbb{E}_{z \sim p(z | g)} \mathbb{E}_{z_t \sim p(z_t | z)} [p(t | z_t, z)] \\
(z_t \perp g, t \perp g | z, z_t \perp z) \quad (3)
\]

\[
p(g | t) = \mathbb{E}_{z \sim p(z | t)} \mathbb{E}_{z_g \sim p(z_g | z)} [p(g | z_g, z)] \\
(z_g \perp t, g \perp t | z, z_g \perp z) \quad (4)
\]

The objective suggests recovering conditional distributions based on \( T \) and \( G \) in three steps: 1) recovering the transferable conditional distributions based on \( T \) and \( G \) and sampling transferable latent variables; 2) constructing the distribution of the non-transferable distributions and sampling non-transferable variables; 3) modeling the probability of \( g \) and \( t \) conditioning on latent variables.

Methodology

Figure 3 shows the overall design of ConstrainedBT. We first illustrate the selection of neural architectures of \( E_T, E_G, D_T, \) and \( D_G \) and then explain how BT works on UTGA in Figure 3 (a). Finally, we focus on our proposed three VAE-based constraints shown in Figure 3 (b-e).

Neural Architectures

We first introduce the neural architectures to encode latent variables and formulate probabilities of \( t \) and \( g \) in Figure 3. In text-to-graph generation, we use a text encoder \( E_T(\theta_1) \) to extract latent variables and a graph decoder \( D_G(\theta_2) \) to formulate \( p(g | z, z_g) \), where \( \theta = [\theta_1, \theta_2] \) represents trainable parameters. We adopt commonly used models, RoBERTa (Liu et al. 2019) with adapter (Houlsby et al. 2019; Gururangan et al. 2020) and GraphRNN (You et al. 2018), as the text encoder and the graph decoder, respectively. Similarly, in graph-to-text generation, we introduce GAT (Velickovic et al. 2018) and GPT-2 (Radford et al. 2019) with adapter (Houlsby et al. 2019; Gururangan et al.
as the graph encoder \( E_G(\psi_1) \) and the text decoder \( D_T(\psi_2) \), which extracts latent variables from graphs and approximate \( p(t|z, z_t) \), respectively. \( \psi = [\psi_1, \psi_2] \) means trainable parameters. We use \( z' \) and \( z'' \) to represent outputs of \( E_T \) and \( E_G \), respectively. Ideally, \( z' \) encodes \( z \) and \( z_t \), while \( z'' \) implies \( z \) and \( z_g \).

**Back-Translation**

From Figure 3 (a), BT includes two processes of recovering \( t \) (T-G-T) and \( g \) (G-T-G) by 1) translating the original input to the target, and 2) recovering the input based on the generated target. Therefore, the reconstruction objectives of T-G-T and G-T-G are to minimize losses shown in Equation 5, where \( z' = E_T(t; \theta_1), g' = D_G(z'; \theta_2), z'' = E_G(g; \psi_1) \), and \( t' = D_T(z''; \theta_2) \). \( p_{D_{T}}(\cdot; \theta_2) \) and \( p_{D_{G}}(\cdot; \theta_2) \) are conditional probabilities of \( p(g|z, z_g) \) and \( p(t|z, z_t) \) approximated by \( D_G \) and \( D_T \).

\[
\begin{align*}
L_T(\psi) &= -E_{t \sim T}[\mathbb{E}_{z' \sim q(z'|t)} \log p(t|z')] \\
&\approx E_{t \sim T}[\log p_D(t|E_G(E_T(t; \theta_1); \psi_1); \psi_2)] \\
L_G(\theta) &= -E_{g \sim G}[\mathbb{E}_{z'' \sim q(z' |g)} \log p(g|z'')] \\
&\approx E_{g \sim G}[\log p_D(g|E_T(D_T(E_G(g; \psi_1); \psi_2); \theta_1); \theta_2)] \\
&\quad \text{(5)}
\end{align*}
\]

**Iterative Training:** The equations imply an assumption that \( p(g'|t) \approx 1 \) and \( p(t'|g) \approx 1 \) for the generated \( g' \) and \( t' \). This assumption requires that \( D_G \) and \( D_T \) are functions of greedy search based on \( p_{D_{G}} \) and \( p_{D_{T}} \), which cannot back-propagate gradients. As a result, \( \theta \) and \( \psi \) cannot be updated simultaneously in a single direction. Instead of multi-task learning on bidirectional generation, we adopt the iterative strategy to train modules alternately, which has been proven effective (Cotterell and Kreutzer 2018). Therefore, the total training process of one iteration includes four steps: 1) Execute forward propagation of T-G-T; 2) Update \( \psi \); 3) Execute forward propagation of G-T-G; 4) Update \( \theta \).

**VAE-Based Constraints**

**Constraints on Latent Variables in UTGA:** According to Definition 2, \( z \) belongs to TV. According to Definition 3, IV requires a more strict condition that all parts of NTV should be independent of TV, while DV only needs the verification of an existential condition. Considering \( z_t \), it encodes syntactic and asymmetric information of texts. Syntactic information is dependent on TV so that the existential condition can be satisfied, and thereby \( z_t \) belongs to DV. As for \( z_g \), it must contain parts that are not independent of \( z \). However, the core problem in text-to-graph generation is the introduction of logic, so the asymmetric information of the graph can be approximately equivalent to the logic rules \( R \). Under this condition, \( z_g \) can be modeled as IV because \( R \) is independent of contents absolutely. We design three kinds of VAE-based constraints, named transferable constraint (TC), dependent constraint (DC), and independent constraint (IC) for \( z \) (TV), \( z_t \) (DV), and \( z_g \) (IV), respectively, which are illustrated in Figure 3 (b-e).

**Transferable Constraint (TC):** VAE imposes a distributional constraint on the reconstruction objective (Kingma and Welling 2014). In BT, maximizing the reconstruction terms of T-G-T and G-T-G is equivalent to minimizing losses in Equation 5. Inspired by VAE, TC’s objectives are to minimize the second terms of \( D_{KL}(q(z|t)||p(z)) = D_{KL}(q(z|g'|t)||p(z)) \) and \( D_{KL}(q(z|g)||p(z)) = D_{KL}(q(z|t'|g)||p(z)) \) on \( z \), where
\[ g'(t) = D_G(E_T(t; \theta_3); \psi_2), \quad t'(g) = D_T(E_G(g; \psi_1); \psi_2), \quad \text{and} \quad p(z) = \text{the prior distribution of } z \text{ (TV).} \]

To extract \( z' \mid z'' \) and calculate the posterior distributions of \( z \), we introduce two more neural functions: \( f_{\phi_1} \) and \( f_{\phi_2} \), with trainable parameters \( \phi_1 \) and \( \phi_2 \). Therefore, \( q(z' \mid g'(t)) \approx q_{f_{\phi_2}}(E_G(g'(t); \psi_1); \phi_2) \) and \( q(z'' \mid t'(g)) \approx q_{f_{\phi_1}}(E_T(t'(g); \psi_1); \phi_1). \) The remained challenge is to design the prior distribution \( p(z) \) directly. In reality, \( T \) allows \( q(z \mid t) = p(z) = q(z | g) \), so we adopt approximate constraints making the two conditional distributions approximate each other in BT and allowing \( q(z \mid t) = q(z | g) \), which avoids to design \( p(z) \) directly. \( T \)'s objectives of T-G-T and G-T-G are to minimize KL divergences in Equation 6.

\[
L_{TC(TGT)}(\phi_2, \psi_1) \approx \mathbb{E}_{t \sim T}[D_{KL}(q_{f_{\phi_2}}(E_G(g'(t); \psi_1); \phi_2) \mid| q_{f_{\phi_1}}(E_T(t; \theta_3); \phi_1))]
L_{TC(GTG)}(\phi_1, \theta_1) \approx \mathbb{E}_{g \sim G}[D_{KL}(q_{f_{\phi_2}}(E_T(t'(g); \phi_1); \phi_1) \mid| q_{f_{\phi_2}}(E_G(g; \psi_1); \phi_2))]
\]

(6)

**Dependent Constraint (DC):** To constrain \( z_t \) (DV), we follow the previous work (Guo et al. 2021) that adopts CVAE to design the prior distribution based on the ground truth. DC assumes that the text \( t \) is generated from the latent variable \( z_t \) conditional on \( z \) implied by \( g'(t) \). The objective of DC is to minimize the second term of \( D_{KL}(q(z_t \mid z, t) \mid| p(z_t \mid z)) \). Following the setting of amortized variational inference (Gershman and Goodman 2014), we introduce a neural function \( f_{\phi_3} \) with trainable parameters \( \phi_3 \) to approximate the posterior distribution based on \( z'' \), which means that \( q(z_t \mid z, t) \approx q_{f_{\phi_3}}(E_G(g'(t); \psi_1); \phi_3) \). The prior distribution \( p(z_t \mid z) \) is inferred based on the ground truth \( t \) through another neural function \( f_{\phi_4} \) with trainable parameters \( \phi_4 \) representing \( p(z_t \mid z) \approx p_{f_{\phi_4}}(t; \phi_4) \). Therefore, DC's objective is to minimize the KL divergence in Equation 7.

\[
L_{DC}(\phi_3, \phi_4, \psi_1) \approx \mathbb{E}_{t \sim T}[D_{KL}(q_{f_{\phi_3}}(E_G(g'(t); \psi_1); \phi_3) \mid| p_{f_{\phi_4}}(t; \phi_4))]
\]

(7)

**Independent Constraint (IC):** Similar to DC, IC can also be established by CVAE. The only difference is that \( z_g \perp z \), so the objective of IC is to minimize \( D_{KL}(q(z_g \mid z, g) \mid p(z_g)) \) (Pandey and Dukkipati 2016). Symmetrically, the posterior distribution \( q(z_g \mid z, g) \) is approximated by \( q_{f_{\phi_5}}(E_T(t'(g); \psi_1); \phi_5) \). To design \( p(z_g) \), we introduce an auxiliary task (AT) to generate \( g \) in an auto-regressive manner (You et al. 2018). The latent variable of the AT model \( (z_{at}) \) has been proven to contain non-transferable information without transferable content (You et al. 2018) and can be used to recover \( p(z_g) \). As a result, \( p(z_g) \approx p_{f_{\phi_5}}(z_{at}; \phi_0) \) where \( f_{\phi_5} \) is a neural function with trainable parameters \( \phi_5 \). IC's loss is shown in Equation 8.

\[
L_{IC}(\phi_5, \phi_0, \theta_1) \approx \mathbb{E}_{g \sim G}[D_{KL}(q_{f_{\phi_5}}(E_T(t'(g); \theta_1); \phi_5) \mid| p_{f_{\phi_5}}(z_{at}; \phi_0))]
\]

(8)

**Multi-Task Training:** During training, we adopt multi-task learning for complete ConstrainedBT to optimize \( L_{TGT} \) and \( L_{CGT} \) in Equation 9 alternately with hyper-parameters of \( \lambda_1, \lambda_2, \lambda_3, \) and \( \lambda_4 \).

\[
L_{TGT}(\psi, \phi_2, \phi_3, \phi_4) = L_T(\psi) + \lambda_1 L_{TC(TGT)}(\phi_2, \psi_1) + \lambda_3 L_{DC}(\phi_3, \phi_4, \psi_1)
L_{CGT}(\theta, \phi_3, \phi_5, \phi_6) = L_G(\theta) + \lambda_2 L_{TC(GTG)}(\phi_1, \theta_1) + \lambda_4 L_{IC}(\phi_5, \phi_0, \theta_1)
\]

(9)

**Experiments and Results**

**Experimental Settings and Baselines**

**Dataset:** We experiment on three available datasets: Logic2Text (Chen et al. 2020), LogicNLI (Tian et al. 2021), and CLUTRR (Sinha et al. 2019). Logic2Text is relatively easy because the information between its text and graph is almost symmetric. Different from Logic2Text, both LogicNLI and CLUTRR include asymmetric information, which has been illustrated in Figure 1.

**Metric:** Following the previous work (Guo et al. 2021), we adopt F1 scores (node/edge) to measure text-to-graph generation, while we use BLEU (Papineni et al. 2002), ROUGE (Lin 2004), CIDER (Vedantam, Zitnick, and Parikh 2015), and METEOR (Banerjee and Lavie 2005) in graph-to-text generation.

**Training Setting:** We pretrain our model with only one constraint and impose the other two later to avoid interference among them. We execute the pretraining with IC on graph generation, which will be illustrated in Section 3.

**Baselines:** We adopt two generative language models and two unsupervised baselines as the following. 1) GPT-2 (Adapter) (Radford et al. 2019) and 2) BART (Adapter) (Lewis et al. 2020) with BT framework. 3) Graph-Text Back Translator (GT-BT) (Schmit et al. 2020): This baseline adopts the same encoder and decoder in both directions. As a result, the graph should be transferred to a sequence that does not involve the prediction of edges. In this work, we reproduce its neural architecture and apply it to our tasks in the same setting as the original. 4) CycleGT (Guo et al. 2021): We reconstruct CycleGT with our proposed neural architectures so CycleGT can be regarded as a basic BT version. Furthermore, CycleCVAE is equivalent to BT+DC. Besides, we also show the results of graph generation and text generation in a supervised manner.

**Results**

**Text-to-Graph Generation:** Table 1 shows the performance of various models for all metrics. We can observe that unsupervised LMs (GPT-2 and BART) perform poorly on all three datasets. GT-BT performs well on CLUTRR but cannot achieve alignment tasks on the other two datasets. Practically, we adopt depth-first search (DFS) to simplify graphs to sequences. However, only on CLUTRR among the three can sequences effectively represent their corresponding graph because of simple logic and stable structures. Therefore, GT-BT can only capture such stable features on CLUTRR. According to F1 scores of the node and
Graph-to-Text Generation: Unsupervised LMs (GPT-2 and BART) are barely able to generate valid text. CycleGT, CycleCVAE, and ConstrainedBT perform similarly on Logic2Text. However, consistent with our intuition, our proposed constraints significantly improve the graph-to-text generation performance on LogicNLI and CLUTRR with asymmetric information. We can observe two phenomena from Table 1: 1) Constraints bring more significant improvements to text generation than graph generation; 2) ConstrainedBT even beats the supervised method on these two tasks with information asymmetry. Relatively, graph generation is much simpler than text generation, so models are likely to capture critical features of graph generation. Meanwhile, supervised learning regards bidirectional generation as two independent processes, making it perform almost perfectly on the graph generation but fail on text generation. Instead, ConstrainedBT provides intrinsic dependent constraints on the bidirectional generation that allows it to exchange information between two tasks, which provides additional information for graph-to-text generation.

Training Efficiency: Due to the similar performance on Logic2Text, we explore the training efficiency by loss curves of CycleGT, CycleCVAE, and ConstrainedBT. Although losses of all three models finally converge to a similar level, CycleGT and ConstrainedBT converge within 20 iterations, while CycleGT does not converge until 60 iterations. This evidence supports that our proposed constraints benefit BT from completing training more efficiently. Moreover, we can also observe from partial views that naive BT has a slightly better loss on graph generation, while BT with constraints has a slightly smaller loss on text generation.

Priority Analysis via Curriculum Learning

Curriculum learning is a strategy that defines a curriculum for model training. The definition of the curriculum is a sequence of training criteria $C = [c_1, c_2, \ldots, c_l]$, where $c_i$ represents the $i$th criterion with the design of the elements in training (Wang, Chen, and Zhu 2021). The original study constrains $c_i$ as a criterion whose complexity is monotonically increasing (Bengio et al. 2009), meaning that the model learns from simple scenes to more complex ones. From the perspective of curriculum learning, we regard three constraints and their combinations as criteria. To obey the monotonically increasing principle, we stipulate that in a curriculum, if $c_j$ includes a constraint, $c_j (j > i)$ will not be allowed to remove this constraint. We only discuss curriculum with sequence lengths not greater than 2 in this work. Table 2 summarizes the results on CLUTRR.

Priority: Considering the priority of constraints (Red lines in Table 2), IC is the constraint with the highest priority, whose curricula result in the best performance on almost all text-graph alignment tasks. Essentially, the auxiliary task introduced by IC can stably capture the prior distribution of CycleGT, CycleCV AE, and ConstrainedBT. Although

Table 1: Results of ConstrainedBT and baselines. GT-BT does not predict edges according to our settings. All metrics except CIDEr are in percent (%). * means the supervised method.
so that IC can provide the most accurate constraints on IV. Compared with IC, DC can provide similar improvements on noise-free tasks (Logic2Text and CLUTRR) but is not as good as IC on LogicNLI. Actually, DC adopts an approx-
imate method to model the prior distribution that is not as accurate as of the IC’s distribution. TC is the criterion with the lowest priority because it provides the weakest constraint without the true prior distribution but promises the two posterior distributions to be close to each other. Overall, the priority of the single constraint is IC > DC > TC.

Interaction: It is necessary to understand interactions among the three. Based on results of curriculum learning, DC and IC bring positive gains to TC as DC/IC further constrains the prior distribution to enhance TC. However, imposing DC and IC simultaneously in Criterion 2 does not necessarily lead to better performance because of their mutual interference. Considering DC, TC tends to bring negative gains, while IC benefits DC in most scenarios, which matches their priority. However, a surprising result is that the combination of TC and IC brings significant improvements to DC on LogicNLI. IC itself can provide a stable constraint so that TC and DC hardly impact IC negatively. Besides, the combination of DC and TC can bring stable positive gains to IC. Based on the analysis, we select the most stable curriculum of C=[IC, IC+TC+DC] as ConstrainedBT.

### Downstream Applications

To further explore our proposed constraints’ impacts on downstream applications, we adopt prompt learning to experiment on the generalization NLU tasks of LogicNLI and CLUTRR. Specifically, we use the latent variables out of the text encoder $E_T$ as prompts and adopt P-Tuning v2 with reparameterization (Liu et al. 2021a) initialized by the prompts. We compare the randomly initialized prompt (Random), prompts out of CycleGT and CycleCVAE, and the prompt of ConstrainedBT. Results are shown in Table 3. On LogicNLI, if models achieve 51.3% accuracies, they predict all instances to the same label. Therefore, ConstrainedBT provides the only valid prompt that benefits the NLI task with an accuracy of 74.4%, while other prompts do not work. As for CLUTRR, accuracies are 56.9% (Random), 59.5% (CycleGT), 64.3% (CycleCVAE), and 66.6% (ConstrainedBT). These results prove that our proposed constraints can help capture critical information that benefits downstream tasks through prompt learning.

### Limitations of ConstrainedBT

There are three main limitations of ConstrainedBT. In theory, when revisiting Equation 7 and $q(z_t|g'(t), z) = q_{f_{g_{3}}}(E_{G}(g'(t); \psi_{1})\phi_{3}),$ we actually adopt an implicit assumption that $z = f(z ''), z_{t} = h(z ')$, where $f$ and $h$ can be seen as feature extractors. Nevertheless, $z''$ should be the mixture of $z$ and $z_{g}$ which means that $z''$ should not contain the information of $z_{g}$ under ideally decoupling conditions. The same problem also occurs in Equation 8. However, this limitation does not affect the effectiveness of DC and IC because encoders in CVAE also receive feedback information from decoders during the back-propagation processes. Therefore, $E_{G}(E_T)$ can encode the invisible information of $z_t(z_g)$. In addition, interactions among the three constraints are not controllable under a fixed ratio given by $\lambda$. In practice, we cannot exhaust all possible curricula to find the best curriculum for three constraints.

### Conclusions

To solve UTGA, we assume that asymmetric information is encoded in latent variables and propose three VAE-based constraints to introduce asymmetric information into the latent space and apply them to BT. Experiments on three tasks show that our proposed method can effectively improve the performance of UTGA with information asymmetry. Future works focus on: 1) designing more reasonable constraints to solve information asymmetry; 2) introducing explicit rules into UTGA.
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