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Abstract
Previous works on emotion recognition in conversation
(ERC) follow a two-step paradigm, which can be summa-
rized as first producing context-independent features via fine-
tuning pretrained language models (PLMs) and then ana-
lyzing contextual information and dialogue structure infor-
mation among the extracted features. However, we discover
that this paradigm has several limitations. Accordingly, we
propose a novel paradigm, i.e., exploring contextual infor-
mation and dialogue structure information in the fine-tuning
step, and adapting the PLM to the ERC task in terms of in-
put text, classification structure, and training strategy. Fur-
thermore, we develop our model BERT-ERC according to
the proposed paradigm, which improves ERC performance
in three aspects, namely suggestive text, fine-grained classi-
fication module, and two-stage training. Compared to exist-
ing methods, BERT-ERC achieves substantial improvement
on four datasets, indicating its effectiveness and generaliza-
tion capability. Besides, we also set up the limited resources
scenario and the online prediction scenario to approximate
real-world scenarios. Extensive experiments demonstrate that
the proposed paradigm significantly outperforms the previous
one and can be adapted to various scenes.

Introduction
Emotion Recognition in Conversation (ERC) aims to iden-
tify the emotion of each utterance in the dialogue (Poria et al.
2019). This task has been popularly explored in the NLP re-
search community (Ghosal et al. 2019a; Li et al. 2021; Gao
et al. 2021), which has wide applications in building auto-
matic conversational agents and mining user opinions.

Existing ERC algorithms reveal multiple influencing fac-
tors for understanding conversation emotion. As shown in
Figure 1, we divided these factors into three groups: (1)
query utterance information including the text of the
query utterance; (2) contextual information including the
text of the surrounding utterances (contexts); (3) dialogue
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Method MELDPLM classifier

RoBERTa-large

RGAT 62.80
DialogGCN 63.02

DAGNN 63.12
DialogRNN 63.61
DAG-ERC 63.65

RoBERTa-large MLP 63.39

Table 1: Pilot experiment on MELD (%).

structure information consisting of non-textual informa-
tion of the conversation, such as the speaker information,
the emotion states, and the relative position of the utter-
ances. To exploit these three kinds of information, previous
works (Ghosal et al. 2019b; Majumder et al. 2019; Ishi-
watari et al. 2020; Shen et al. 2021) commonly follow a
two-step paradigm of first extracting context-independent
features via fine-tuning pretrained language models (PLMs)
and then characterizing contextual information and dialogue
structure information among the obtained features by their
classifiers (models). For example, DialogRNN (Majumder
et al. 2019) first extracts utterance features with RoBERTa-
large (Liu et al. 2019) and then uses three GRUs (Chung
et al. 2014) to encode contextual information, speaker state,
and emotion state, respectively. To verify the contribution
of the contextual information and dialogue structure infor-
mation analyzed in step two, we design a pilot experiment.
Specifically, baseline in the experiment uses RoBERTa-large
and MLP as the PLM and classifier respectively, suggest-
ing that these two kinds of information remain unexplored.
Compared to the methods following the previous paradigm
in Table 1, the baseline achieves comparable performance
on MELD (Poria et al. 2018) dataset, indicating that the
two kinds of information encoded in the second step only
yields trivial improvement (e.g. DialogRNN only outper-
forms the baseline by 0.22%). Through analysis, the previ-
ous paradigm has two flaws. Firstly, the context-independent
features obtained by the PLM are fairly abstract, and thus
pose obstacles to analyzing contextual information and di-
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alogue structure information. Secondly, the separation of
fine-tuning step and training step leads to extra difficulty
in modelling these two kinds of information. Considering
these issues, EmoBERTa (Kim and Vossen 2021) discards
the second step and uses entire contexts of the query utter-
ance when fine-tuning. However, it lacks further reflections
on the way to adapt the fine-tuning process to the ERC task.
Thus, we raise several questions: How to use these three
kinds of information when fine-tuning? How to optimize the
fine-tuning process according to the characteristics of ERC?

Motivated by these questions, we propose a new paradigm
for ERC: integrating query utterance information, contextual
information, and dialogue structure information when fine-
tuning, and adapting the PLM to the ERC task in terms of
input text, classification structure and training strategy. The
comparison between the proposed paradigm and the pre-
vious one is shown in Figure 1. Furthermore, we develop
our model BERT-ERC according to the proposed paradigm,
which promotes performance in three aspects, namely sug-
gestive text, fine-grained classification module, and two-
stage training. (1) Regarding suggestive text, we use the
utterances within a certain distance from the query utter-
ance and several indicative tokens, such as speaker name and
<mask>, to form the input text, thereby indicating speaker
information and highlighting the query utterance emotion.
(2) The fine-grained classification module considers the tem-
poral structure (past-query-future) of the conversation and
generates position-aware features. (3) Concerning the two-
stage training, we first train a coarse teacher model via fine-
tuning the PLM with the above strategies. Then, we ex-
plicitly interpolate the predictions into the input text of the
fine student model, allowing it to obtain contextual emotion
state. Compared to existing algorithms, both teacher model
and student model achieve substantial improvement on four
datasets, indicating the effectiveness of these strategies.

In addition to achieving higher accuracy, we note the con-
straints of ERC in applications, which are ignored by previ-
ous works. Thus, we conduct extensive applicability exper-
iments and adapt our paradigm to different scenes. Specifi-
cally, we set up the limited resource scenario and the online
prediction scenario to approximate real-world scenes. For
the former, we design a concise input text structure based
on the speaker information to promote the performance of
limited-scale PLMs. For the latter, we choose the large-scale
PLM and tiny-scale PLM as the coarse teacher and fine stu-
dent respectively to meet the real-time requirement.

Overall, our contributions can be summarized as follows:
(1) We reveal the limitations of the previous ERC paradigm
with a pilot experiment. (2) We propose a new paradigm for
ERC: integrating three influencing factors when fine-tuning,
and adapting the PLM to the ERC task in terms of input
text, classification structure, and training strategy. (3) We
develop a new model in three aspects, namely suggestive
text, fine-grained classification module, and two-stage train-
ing. Moreover, it outperforms existing methods and achieves
the accuracy of 71.70% on IEMOCAP, 67.11% on MELD,
61.42% on DailyDialog, 39.84% on EmoryNLP. (4) We con-
duct numerous applicability experiments and adapt the pro-
posed paradigm to different scenarios.

Related Work
Emotion Recognition in Conversation
ERC has received extensive attention in the past decades
given its wide applications. Most existing algorithms follow
a fixed paradigm that can be generalized as first producing
context-independent features and then analyzing contextual
information and dialogue structure information. Basically,
these methods can be divided into two groups: recurrent-
based methods and graph-based methods.

Regarding the recurrent-based methods, HiGRU (Jiao
et al. 2019a) uses two GRUs to explore utterance emotion
and conversation emotion, respectively. Moreover, Dialo-
gRNN (Majumder et al. 2019) employs three GRUs to en-
code context state, speaker state, and emotion state, respec-
tively. COSMIC (Ghosal et al. 2020) is the latest recurrent-
based algorithm, which introduces external knowledge into
DialogRNN to achieve better performance.

For the graph-based methods, DialogGCN (Ghosal et al.
2019b) treats the conversation as a directed graph, where
each utterance is connected with the contexts. Differently,
DAG-ERC (Shen et al. 2021) uses a directed acyclic
graph to model the dialogue, where each utterance only
receives information from the past utterances. Besides,
some methods apply Transformer (Vaswani et al. 2017),
in which self-attention can be viewed as a graph. Specifi-
cally, KET (Zhong, Wang, and Miao 2019) combines extra
knowledge and transformer encoder to boost performance.
DialogXL (Shen et al. 2020) adapts the transformer to the
ERC task via dialog-aware self-attention.

Unlike the above methods, EmoBERTa (Kim and Vossen
2021) feeds the contexts of the query utterance into the PLM
and explores contextual information when fine-tuning.

Fine-Tuning Methods
Given the effectiveness of PLMs, researchers typically adapt
them to downstream tasks via fine-tuning for better per-
formance. Through our research, existing fine-tuning meth-
ods can be divided into three groups: text-based methods,
structure-based methods and distillation-based methods.

For text-based methods, Prompt (Kumar et al. 2016; Mc-
Cann et al. 2018; Radford et al. 2019; Schick and Schütze
2020) allows the similar structure between the input text
of the downstream task and pretraining task. For example,
when analyzing the emotion of “Alice: I did well in the
exam”, we may attach the prompt “Alice felt <mask>”. The
<mask> token enables the PLM to work in a familiar setting
and thus improves its performance in the downstream task.
Inspired by Prompt, we design the suggestive text, which
indicates the dialogue structure via special tokens.

Structure-based methods facilitate fine-tuning mainly in
two ways: introducing external knowledge and enabling
parameter-efficient transfer learning. For the former, K-
BERT (Liu et al. 2020) injects expertise into the PLM by
constraining the self-attention module with a knowledge
graph. Besides, prefix tuning (Li and Liang 2021) utilizes
a domain word initialized module to emphasize the key con-
tent of the downstream task. For the latter, Adapter tun-
ing (Houlsby et al. 2019) attaches small neural modules to
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Figure 1: (a) Influencing factors in ERC. (b) Different paradigms for ERC.

each layer of the PLM. Moreover, LoRA (Hu et al. 2021)
proposes trainable rank decomposition matrices to reduce
trainable parameters. In our work, we design a classification
structure based on the characteristics of the ERC task.

Concerning distillation-based methods, they aim to max-
imally compress PLM size at the cost of limited perfor-
mance loss. Specifically, TINYBERT (Jiao et al. 2019b) pro-
poses a two-stage distillation framework for transformer-
based models. Besides, DistilBERT (Sanh et al. 2019) puts
forward a lighter BERT (Devlin et al. 2018) via the knowl-
edge distillation strategy. However, they regard distillation
loss as the only knowledge transfer pathway. Unlike the
above methods, we shift our focus on promoting the per-
formance of the student model and transfer knowledge via
the input text of the student model for the first time.

Methodology
Task Definition
Given a dialogue script along with the speaker information
about each constituent utterance, ERC aims to analyze the
sentiment of each utterance from a predefined set of emo-
tions. Let [(u1, s1), ..., (uN , sN )] denote a conversation con-
taining N utterances, where si represents the speaker of ui.
As illustrated in Figure 2, given an utterance ui, the object of
ERC is to predict its emotion label yi ∈ Y according to the
contexts [u1, ..., uN ] and the corresponding speaker infor-
mation, where Y denotes the emotion set. In addition to the
offline prediction, we also investigate online ERC (OERC)
for practical needs. As shown in Figure 3, given an utterance
ui, OERC predicts the emotion label yi ∈ Y based on the
preceding utterances [u1, ..., ui] and speaker information.

In this paper, we define the ERC task as P (Y |X,M,S),
where Y,X,M, S denote predictions, input text generation
approach, PLM, and training strategy respectively. Further-
more, we design a new paradigm for ERC, which can be
summarized as integrating three influencing factors (query
utterance information, contextual information, and dialogue

structure information) during fine-tuning, and adapting the
PLM to the ERC task in terms of input text, classification
structure and training strategy. In other words, we select the
most appropriate (X , M , S) in different scenarios. Accord-
ing to the proposed paradigm, we develop our model BERT-
ERC in three aspects: suggestive text, fine-grained classi-
fication module, and two-stage training. Details of these
strategies will be presented as follows.

Suggestive Text
Let [(u1, s1), ..., (uN , sN )] denote the conversation, and xi

represents the input text of the query utterance ui. Tra-
ditional algorithms only feed the query utterance into the
PLM, i.e., xi = ui, which proved to be a suboptimal strat-
egy. Thus, we use utterances within a certain distance from
the query utterance to form the input text. Nonetheless, di-
rectly splicing different utterances probably yields negligi-
ble improvement, as the PLM comprehends limited knowl-
edge of dialogue structure in pretraining. Accordingly, we
explicitly introduce dialogue structure information and con-
textual information into the input text:

xi =[Xp(ua, sa), ..., Xp(ui−1, si−1),

Xq(ui, si),

Xf (ui+1, si+1), ..., Xf (ub, sb)]

(1)

where a, b denote the range of the contexts, Xp, Xq , and Xf

denote the corresponding strategy for past utterances, query
utterance, and future utterances. We provide an example in
Figure 2, and details will be presented as follows.

Regarding Xq , we exploit three kinds of special tokens.
Firstly, we place speaker says: ahead of the query utterance
to provide speaker information. Secondly, <s> and </s>
are employed to enclose the query utterance for emphasis.
Thirdly, we apply the <mask> token to focus the model on
the emotion state of the query utterance. In other words, the
suggestive query utterance can be expressed by:

Xq(ui, si) = <s>si <mask> says: ui</s> (2)
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Figure 2: The pipeline of BERT-ERC.

For Xp and Xf , speaker says: serves as the only indication
given the supporting role of the contexts:

Xp(uj , sj) = sj says: uj (3)
Xf (uj , sj) = sj says: uj (4)

We denote the above method as multi-speaker aggregation,
as it involves all contexts within a certain distance from the
query utterance. However, limited-scale PLMs still perform
poorly in modelling contextual information and dialogue
structure information even with these special tokens. Con-
sidering that utterances of the same speaker as the query one
can better reflect the emotion state of the speaker, we pro-
pose single-speaker aggregation, thereby reducing the task
to exploring the mood swings of a specific speaker. For-
mally, let Xs

p , Xs
q , and Xs

f denote the corresponding strategy
for the three kinds of utterances in single-speaker aggrega-
tion. Thus, the aggregated input text can be expressed by:

Xs
q (ui, si) = <s>si <mask> says: ui</s> (5)

Xs
p(uj , sj) = sj says: uj if sj == si else None (6)

Xs
f (uj , sj) = sj says: uj if sj == si else None (7)

Fine-Grained Classification Module
Given the input text xi of the query utterance ui, PLM gen-
erates the features of each constituent token. Traditional
fine-tuning methods generally utilize the class token for
classification, as the input of most tasks is a piece of text
without any special structures. However, xi has principal-
subordinate structure (query utterance in leading position,
contexts in supporting status) and temporal structure (past-
query-future), indicating that the previous classifier is sub-
optimal for our model. Accordingly, we propose a fine-
grained classification module according to the traits of ERC,
whose details will be presented as follows.

Let [f1, ..., fl] denote the features of xi, where [fa, ..., fb]
correspond to the query tokens. We first divide the tokens
into past tokens, query tokens, and future tokens based on
the position. Then, past features Fp, query features Fq , and
future features Ff are generated via mean operation:

Fp = mean([f1, ..., fa−1]) (8)
Fq = mean([fa, ..., fb]) (9)
Ff = mean([fb+1, ..., fl]) (10)

Afterwards, we get the concatenated feature Fcls =
[Fp, Fq, Ff ], which contains both principal-subordinate
structure information and temporal structure information.

Similar to the processing of the class token, a fully con-
nected layer followed by the Tanh activation function is uti-
lized for projection. Finally, we use the Dropout (Srivastava
et al. 2014) layer to prevent overfitting and the MLP for clas-
sification. In other words, prediction ŷi can be computed by:

ŷi = MLP(Dropout(Tanh(FC(Fcls)))) (11)

Two-Stage Training
Given the significance of contextual emotion state, existing
algorithms implicitly exploit it via modelling dialogue struc-
ture information. Differently, the proposed paradigm makes
it possible to explicitly introduce contextual emotion state
into the input text. Inspired by knowledge distillation (Hin-
ton et al. 2015), we utilize the coarse teacher - fine stu-
dent framework. Specifically, we first train a teacher model
via fine-tuning the PLM with aforementioned strategies and
then interpolate the predictions with high confidence into the
input text of the student model. It is worth noting that the
two-stage training strategy imposes no constraints on the
two models. Accordingly, we test various combinations of
PLMs to meet the requirements of different scenarios. The
pipeline of the two-stage training is shown in Figure 2, and
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Figure 3: Two-stage training in OERC scenario.

we will illustrate it in terms of knowledge, framework, and
combination of different PLMs.

Knowledge According to the emotion set Y of the teacher
model, we divide the knowledge into task driven knowledge
and common-sense-based knowledge. For the former, Y in-
cludes all classes involved in the task. In other words, the
teacher model first completes the task and then transfers
the predictions with high confidence as the knowledge to
the student model. For the latter, we draw inspiration from
the way humans perceive emotion state. Specifically, given
the predominance of neutral emotion in daily conversations,
people first simplify ERC as a binary (neutral, emotional) or
ternary (positive, neutral, negative) problem, and then con-
duct further classification. Similarly, the teacher model com-
pletes a simplified ERC task and then imparts the predictions
to the student model to conduct fine-grained classification.

Framework In two-stage training, we follow the coarse
teacher - fine student framework. Firstly, the teacher model
generates a pseudo label for each utterance and filters
out the low confidence predictions. For a given dialogue
[(u1, s1), ..., (uN , sN )], let ŷi denotes the prediction of ui

and pi represents the prediction confidence of ŷi. Thus, the
utterance i embedded with knowledge can be expressed by
f(ui, si, ŷi, pi), and f denotes the screening strategy:

f(ui, si, ŷi, pi) =

{
(ui, si, ŷi) if pi ≥ p

(ui, si) otherwise
(12)

where p is a hyperparameter in our model. Secondly, we
introduce the knowledge into the input text of the student
model and change the suggestive text strategy of the student:

Xq(ui, si, ŷi) = <s>si <mask> says: ui</s> (13)
Xp(ui, si, ŷi) = si <emo>says: ui (14)
Xf (ui, si, ŷi) = si <emo>says: ui (15)

where <emo> corresponds to the emotion label of ŷi. For
example, we set <emo> to angrily if and only if ŷi de-
notes anger. In such a manner, the explicitly indicated con-
textual emotion states improve the performance of the stu-
dent model. In test phase, we first make predictions with the
teacher model and then generate the knowledge, which will
be imparted to the student for refined predictions.

Combination of Different PLMs As mentioned above,
we choose the combination of PLMs according to the ex-
perimental scenario. To achieve optimal accuracy, we use
RoBERTa-large as the PLM of both teacher and student.
However, large-scale PLMs cannot meet the real-time re-
quirement of OERC, which is also a common issue in pre-
vailing algorithms. To solve this problem, we divide OERC
into the speaking stage and the prediction stage. The model
is unoccupied in the former stage (3-5 seconds), as it needs
the query utterance for emotion recognition. For the latter,
the model is required to assess the emotion in 50-100 mil-
liseconds. Considering the long duration of the first stage,
the teacher-student framework perfectly fits OERC scenario.
Specifically, in the speaking stage, a large-scale PLM is used
to generate past emotion states. Then, in the prediction stage,
we use a tiny-scale PLM as the student to conduct online
prediction based on the text embedded with knowledge.

Experiments

Datasets

Our experiments involve four datasets, whose information is
as follows. IEMOCAP (Busso et al. 2008) is a multi-modal
dataset, where each utterance is labelled with one of six
emotions, namely neutral, happiness, sadness, anger, frus-
trated, and excited. Following previous works, dialogues of
the first four sessions are used as the training set and the
rest are used as the test set. MELD (Poria et al. 2018) is a
multi-modal dataset extracted from the TV show Friends. It
contains seven emotion labels: anger, disgust, fear, happi-
ness, sadness, surprise, and neutral. DailyDialog (Li et al.
2017) collects conversations of English learners. It includes
the same seven emotion labels as MELD. EmoryNLP (Za-
hiri and Choi 2018) is also built on the TV show Friends, but
differs from MELD in scenes and labels. It contains seven
types of labels: neutral, sad, mad, scared, powerful, peace-
ful, and joyful. In our experiments, we only utilize textual
modality. Regarding evaluation metrics, we follow previous
works and choose micro-averaged F1 excluding neutral for
DailyDialog and weighted-average F1 for the rest datasets.
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Method IEMOCAP MELD DailyDialog EmoryNLP
DialogRNN + RoBERTa (Majumder et al. 2019) 64.76 63.61 57.32 37.44
DialogGCN + RoBERTa (Ghosal et al. 2019b) 64.91 63.02 57.52 38.10

RGAT + RoBERTa (Ishiwatari et al. 2020) 66.36 62.80 58.08 37.78
KET (Zhong, Wang, and Miao 2019) 59.56 58.18 53.37 33.95

DialogXL (Shen et al. 2020) 65.94 62.41 54.93 34.73
DAGNN (Shen et al. 2021) 64.61 63.12 58.36 37.98

COSMIC (Ghosal et al. 2020) 65.28 65.21 58.48 38.11
DAG-ERC (Shen et al. 2021) 68.03 63.65 59.33 39.02

EmoBERTa (Kim and Vossen 2021) 68.57 65.61 - -
CoMPM (Lee and Lee 2021) 69.46 66.52 60.34 38.93
T-GCN (Lee and Choi 2021) - 65.36 61.91 39.24

BERT-ERC (teacher) 69.43 66.15 60.71 39.73
BERT-ERC (student) 70.84 66.65 61.42 39.84

BERT-ERC (best) 71.70 67.11 61.42 39.84

Table 2: Comparison with the state-of-the-art methods on four datasets (%).

Implementation Details
We conduct experiments in three application scenarios. For
offline prediction (Section 4.3), we fix all parameter settings
and assess our model on four datasets. Moreover, in Section
4.4 and 4.5, we conduct experiments on IEMOCAP in lim-
ited resources scenario and OERC scenario to approximate
real-world scenes respectively. Details are as follows.

Regarding offline prediction, the proposed model pre-
dicts the emotion of each utterance with sufficient time,
space and computational resources. To achieve the optimal
performance, we use RoBERTa-large (Liu et al. 2019) with
the first 8 encoder layers frozen as the PLM. Moreover,
we utilize the multi-speaker aggregation and set the knowl-
edge confidence p to 0.7. For the limited resources sce-
nario, such as mobile devices, due to the limitations of space
and computational resources, we have to use limited-scale
models. Besides, we expect more frozen parameters when
fine-tuning for parameter reuse. Thus, we choose RoBERTa-
base (Liu et al. 2019) with the first 6 or 10 encoder layers
frozen as the PLM. Concerning OERC, to exploit the time
in the speaking stage, we use RoBERTa-large with the first 8
layers frozen as the PLM of the teacher. Besides, we employ
BERT-tiny (Turc et al. 2019) and BERT-medium (Turc et al.
2019) as the PLM of the student. Moreover, we set p to 0.5.

Scenario-independent settings are listed as follows. We
truncate the input text to meet the requirement of PLMs.
We use the Adam optimizer (Kingma and Ba 2014) with
a learning rate of 9e-6 in experiments. Besides, we utilize
a 1-layer MLP as the classifier unless otherwise specified.
For all datasets, we train 10 epochs with the batch size of
8. Focal Loss (Lin et al. 2017) is applied to alleviate the
class imbalance problem. We implement all experiments on
4 NVIDIA Tesla V100 GPUs with the Pytorch framework.

Offline Prediction Scenario
Comparison with the State-of-the-Art Methods We
compare BERT-ERC with several state-of-the-art methods
on four datasets in Table 2. The first 8 lines present the
performance of several traditional algorithms, which model
contextual information and dialogue structure information

based on the context-independent features. Through com-
parison, algorithms using contexts when fine-tuning (lines
9-14) outperform traditional methods, suggesting the sig-
nificance of exploring contextual information and dialogue
structure information in the extraction stage. Moreover,
compared to EmoBERTa (Kim and Vossen 2021), our model
achieves substantial improvement as we adapt the fine-
tuning process to the ERC task. Concurrently, CoMPM (Lee
and Lee 2021) and T-GCN (Lee and Choi 2021) insert con-
textual information into PLMs by extra models. Nonethe-
less, BERT-ERC still leads in most cases, which mainly ben-
efits from the suggestive text and the fine classifier. Further-
more, we use the two-stage training strategy to generate the
fine student model in line 13, which outperforms the coarse
teacher in all datasets, indicating that proper knowledge can
further boost the performance of our paradigm. Besides, we
use a 2-layer MLP as the classifier on IEMOCAP and freeze
more PLM layers on MELD to achieve the optimal perfor-
mance on these two datasets (line 14). Overall, our model
achieves leading performance on four datasets, demonstrat-
ing the advantages of the proposed paradigm.

Ablation Study We design an ablation study on IEMO-
CAP to diagnose the proposed modules, whose results are
shown in Table 3. (1) The baseline model uses the query
utterance as the input and employs the class token for clas-
sification. (2) The <mask> token emphasizes the emotion
state of the query utterance and improves the performance
by 0.76%. (3) We get the improvement of 10.83% via the
contexts of the query utterance, demonstrating that explor-
ing contextual information and dialogue structure informa-
tion in the fine-tuning step is the most critical strategy in
ERC. (4) FCM (line 4) further gains the progress of 0.88%,
which can be credited to the introduced dialogue structure.
(5) Inspired by ViT (Dosovitskiy et al. 2020), we believe that
2-layer classification MLP outperforms 1-layer MLP in high
quality datasets. Compared to the latter, the former obtains
the improvement of 1.72%. (6) Compared to the teacher, the
fine student model achieves the improvement of 0.55%, sug-
gesting the effectiveness of the two-stage training.
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<mask> contexts FCM 2-layer MLP two-stage training IEMOCAP
56.96

✓ 57.72
✓ ✓ 68.55
✓ ✓ ✓ 69.43
✓ ✓ ✓ ✓ 71.15
✓ ✓ ✓ ✓ ✓ 71.70

Table 3: Ablation study on IEMOCAP (%). (FCM: Fine-grained classification module)

Method IEMOCAP
DialogRNN + RoBERTa-large 64.76
DialogRNN + RoBERTa-base 62.75
DialogGCN + RoBERTa-large 64.91
DialogGCN + RoBERTa-base 64.18

RGAT + RoBERTa-large 66.36
RGAT + RoBERTa-base 65.22

BERT-ERC + RoBERTa-large + MSA 69.43
BERT-ERC + RoBERTa-base (fr6) + MSA 66.87
BERT-ERC + RoBERTa-base (fr6) + SSA 68.98

BERT-ERC + RoBERTa-base (fr10) + MSA 63.22
BERT-ERC + RoBERTa-base (fr10) + SSA 66.16

Table 4: Performance comparison on IEMOCAP in the
limited resources scenario (%). (MSA: multi-speaker ag-
gregation; SSA: single-speaker aggregation; RoBERTa-base
(frn): RoBERTa-base with the first n layers frozen;)

Limited Resources Scenario
To approximate the scene of conducting ERC on mobile
devices, we set up the limited resources scenario and con-
duct experiments in Table 4. According to the first 6 lines,
limited-scale PLMs hazard existing algorithms, possibly due
to the reduced modelling capability. Besides, our model suf-
fers from a more severe performance drop, as it is built en-
tirely on the PLM. However, BERT-ERC with a small PLM
still outperforms most previous works, suggesting that inte-
grating query utterance information, contextual information
and dialogue structure information when fine-tuning is the
most critical strategy in ERC. Moreover, single-speaker ag-
gregation (line 9) obtains the progress of 2.11% compared
to multi-speaker aggregation (line 8), indicating that focus-
ing only on the mood swings of one speaker improves ERC
performance in the resource-limited condition. Besides, we
freeze the first 10 layers of RoBERTa-base for more pa-
rameter reuse and achieve the accuracy of 66.16% with
single-speaker aggregation, which is comparable to the per-
formance of existing methods. Insofar as we know, we are
the first to consider PLM size and parameter reuse in ERC,
and results show that our paradigm can be adapted to various
scenarios by altering the text generation strategy.

OERC
In OERC scenario, we choose RoBERTa-large as the coarse
teacher and use BERT-tiny and BERT-medium as the fine
student. Turc et al. (Turc et al. 2019) point out that these two
PLMs are 3× and 65× faster than RoBERTa-large in infer-
ence respectively. The experimental results are shown in Ta-

Method

Acc (%) PLM
BERT-tiny BERT-medium

MSA + C 42.58 61.64
MSA + K + C 48.22 69.62
SSA + K + C 56.27 69.02

SSA + K 63.27 68.37

Table 5: Performance comparison on IEMOCAP in OERC
scenario (%). (MSA: multi-speaker aggregation; SSA:
single-speaker aggregation; K: knowledge; C: contexts)

ble 5. Baseline model does not use the knowledge (line 1)
and fails to meet practical needs. Compared to the base-
line, two-stage training introduces contextual emotion state
as the knowledge (line 2) and promotes the performance by
5.64% and 7.98%. It is worth noting that BERT-medium
with teacher achieves 3× faster inference while still out-
performing the state-of-the-art methods in offline prediction
scenario. To further boost the performance of BERT-tiny, we
utilize single-speaker aggregation (line 3) and achieve the
improvement of 8.05%. Furthermore, we simplify the input
text by replacing the preceding utterances with the revealed
emotion states and achieves an accuracy of 63.27% with
BERT-tiny. Reviewing the strategies in line 2 to 4, we dis-
cover that simpler input text advances limited-scale PLMs.
However, these two strategies fail to benefit BERT-medium,
as it has sufficient parameters to model dialogue structure
and past utterances. Overall, the proposed two-stage train-
ing strategy yields great inference speed gains with limited
accuracy loss and achieves great performance on different
PLMs with the corresponding text generation approach.

Conclusion
Given the flaws of the previous ERC paradigm, we put
forward a new one in this paper and further develop the
BERT-ERC model according to the proposed paradigm. Our
model utilizes three strategies (suggestive text, fine-grained
classification module, and two-stage training) to introduce
dialogue structure information and contextual information
into the PLM. Through extensive experiments, BERT-ERC
achieves state-of-the-art performance on four datasets. Be-
sides, we set up the limited resources scenario and OERC
scenario to approximate real-world scenes. Overall, compre-
hensive experiments demonstrate the generalization ability
and effectiveness of the proposed paradigm.
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