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Abstract
Characters are essential to the plot of any story. Establishing the characters before writing a story can improve the clarity of the plot and the overall flow of the narrative. However, previous work on visual storytelling tends to focus on detecting objects in images and discovering relationships between them. In this approach, characters are not distinguished from other objects when they are fed into the generation pipeline. The result is a coherent sequence of events rather than a character-centric story. In order to address this limitation, we introduce the VIST-Character dataset, which provides rich character-centric annotations, including visual and textual co-reference chains and importance ratings for characters. Based on this dataset, we propose two new tasks: important character detection and character grounding in visual stories. For both tasks, we develop simple, unsupervised models based on distributional similarity and pre-trained vision-and-language models. Our new dataset, together with these models, can serve as the foundation for subsequent work on analysing and generating stories from a character-centric perspective.

Introduction
Visual storytelling, which aims to generate a fluent and coherent story based on an input image sequence, has recently received increasing attention from both Computer Vision and Natural Language Processing areas (Hsu et al. 2021; Xu et al. 2021; Chen et al. 2021; Hsu et al. 2020; Wang et al. 2020; Huang et al. 2016). Unlike the traditional image captioning task where the output is usually descriptive text, visual storytelling requires more than just knowing the objects in the image sequence and describing them literally. A convincing narrative must be composed by connecting different images and reasoning about what happens in the story. In general, the most important elements of a story are the plot and the characters. A human writer usually identifies the characters in the story from the images first, and determines who the main character is based on the plot they want to describe. Establishing the characters before writing the story will make the plot clearer and the overall narrative more convincing. In recent years, there has been some work published focused on character-centred story generation. For example, Inoue et al. (2022) and Liu et al. (2020) propose to learn character representations to build a character-centric storytelling model. Brahman et al. (2021) present a new dataset of literary pieces paired with descriptions of characters that appear in them for character-centric narrative understanding. There is also a long line of work which aims to link character mentions in movie or TV scripts with their visual tracks (Rohrbach et al. 2017; Bojanowski et al. 2013; Everingham, Sivic, and Zisserman 2006; Sivic, Everingham, and Zisserman 2009; Tapaswi, Bäuml, and Stiefelhagen 2012).

Existing work on visual storytelling, however, tends to focus on detecting objects in images and discovering relationships between them, while neglecting character information. Characters are treated as equally important as other objects, and fed into a generation pipeline without distinguishing them. For example, a recent approach to visual storytelling (Xu et al. 2021; Chen et al. 2021; Hsu et al. 2020; Yang et al. 2019) is to exploit an external commonsense knowledge graph to enrich the detected objects and thus improve coherence of the generated stories. Despite being successful in describing the sequence of events, such an approach is unable to model the characters in a story. It ends up generating stories with incorrect co-reference and arbitrary characters – characters that don’t have a consistent personality or background story. Detailed examples of the output of an existing system can be found in the supplementary material.

Moreover, existing approaches are unable to take into account the importance of characters, which means they cannot distinguish protagonists from side characters in the generated stories. The fact that there are no visual story datasets with character annotation makes it difficult to develop models for character-centric storytelling.

In this paper, we introduce the VIST-Character dataset, which augments the test set of VIST (the Visual Storytelling dataset; Huang et al. 2016) with rich character-related annotation. In VIST-Character, all mentions of the characters in a story are marked in the text and identified by bounding boxes in the image sequence. Mentions of the same character (both textual and visual) are annotated as part of a single co-reference chain. Furthermore, the dataset includes a rating of all characters according to their importance in the story. This makes it possible to distinguish protagonists and side characters. Figure 1 shows an example story from the VIST-Character dataset.

Based on our VIST-Character dataset, we propose two
new tasks: (1) important character detection and (2) character grounding in visual stories. The goal of the first task is to identify and rank characters according to their importance to the story. For this task, we can use the text of the story, or the sequence of images that illustrates the story, or both modalities. Important character detection can be seen as a the first step in a generation pipeline that aims to produce character-centric (rather than object-centric) stories.

The second task, character grounding, requires us to ground the textual mentions of the characters to the relevant bounding boxes in the image sequence. This presents two challenges. Firstly, identifying mentions of the same characters in an image sequence is harder than in videos. This is because we only have only a few discrete and discontinuous images to work with, compared to the many frames typically available for video input. Secondly, character grounding is harder than traditional language grounding. We now need to align a chain of multiple mentions of characters with a chain of multiple visual appearances. Grounding is now many-to-many, compared to traditional one-to-one ground of a single phrase to a single bounding box.

In this paper, we develop simple, unsupervised models for both important character detection and character grounding, using distributional similarity heuristics or large pretrained vision-and-language models. We believe that our new dataset, together with these models, will serve as the foundation for subsequent work on visual storytelling from a character-centric perspective.

The VIST-Character Dataset

The VIST-Character dataset contains 770 visual stories with character-related annotations, including the character co-reference chains in both stories and image sequences, and the importance rating of characters. The visual stories are selected from the VIST test set. We exclude the stories where there is no such character in any of the images (e.g., if the images all show landscape or scenery). Detailed selection criteria are included in the supplementary material. Figure 1 shows an example story from VIST-Character.

Annotation Procedure

The two authors conducted an annotation pilot study, based on which they devised the annotation instructions. Overall, the annotation involves three steps: (1) Mark the words that refer to the same characters in the story sentences. (2) Identify the characters in the images. The annotators are asked to draw bounding boxes around the whole body of individual characters. For plural (e.g., students) and group (e.g., the team) characters, draw bounding boxes for each individual character when it refers to less than five characters, and draw a single bounding box to contain all the characters when it refers to at least five characters. (3) Rate the importance of each character by giving 1−5 stars. We quadruple annotated fifty stories; the rest of the dataset was single annotated. We created an annotation interface based on LabelStudio (https://labelstudio.io/), an HTML-based tool that allows us to combine text, image, and importance annotation.

Inter-annotator Agreement

Four annotators with linguistic and NLP background were trained using our annotation instructions. Given the complexity of the task, we computed the inter-annotator agreements between the four annotators in four categories: character detection, co-reference chains, bounding boxes, and importance ranking. Table 1 shows the results. The annotation of one of the authors was used as ground truth to compute the precision and recall of the other three annotators. We evaluate the co-reference chains using B-Cubed and exact match. B-Cubed is the proportion of correctly predicted mentions in a co-reference chain. Exact match means the predicted co-reference chain as a whole is equivalent to the gold-standard chain. For bounding boxes, we define $IoU = \frac{|B_1 \cap B_2|}{|B_1 \cup B_2|}$, i.e., the intersection over the union of the bounding boxes $B_1$ and $B_2$. A bounding box is considered correct if its $IoU$ with the gold bounding box is higher than 60%. The results in Table 1 show good agreement given the complexity of the task.

Dataset Statistics

Table 2 presents various statistics of the VIST-Character dataset. We can observe that there are four characters on average in each story, and each character appears about twice. There are 768 plural and group characters, accounting for 24.6% of the total. This shows that plural and group characters are frequent and important in stories.

Task Formulation

We propose the task of important character detection and grounding in visual stories. The input can be a story of $C$ sentences $\{S_i\}_{i=1}^C$, a sequence of $C$ images $\{I_i\}_{i=1}^C$, or a sequence of $C$ images $\{I_i\}_{i=1}^C$ and associated sentences $\{S_i\}_{i=1}^C$ ($C = 5$ in the VIST dataset). The task is then:

1. For text-only input, we need to identify the character co-reference chains $\{T_i\}_{i=1}^{K_i}$ in the story text, where $K_i$ denotes the number of characters in the story text and $T_i$ is the co-reference chain that contains all the mentions referring to the $i$-th textual character.

Table 1: Inter-annotator agreement for the double annotations on fifty examples of the VIST-Character dataset.

<table>
<thead>
<tr>
<th>Name</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character Detection</td>
<td>76.4%</td>
<td>71.5%</td>
</tr>
<tr>
<td>Co-reference (B-Cubed)</td>
<td>82.0%</td>
<td>79.4%</td>
</tr>
<tr>
<td>Co-reference (Exact Match)</td>
<td>63.2%</td>
<td>58.1%</td>
</tr>
<tr>
<td>Bounding Boxes</td>
<td>67.8%</td>
<td>58.6%</td>
</tr>
<tr>
<td>Importance Ranking</td>
<td>−</td>
<td>73.0%</td>
</tr>
</tbody>
</table>

Table 2: Statistics of the VIST-Character dataset.
Figure 1: An example of the VIST-Character dataset. The right-hand panel shows the annotator’s importance rating for each character on a scale of 1–5. The characters are colour-coded across sentences, images, and importance rating.

2. For image-only input, we detect all the characters in the image sequence and cluster them into visual co-reference chains \( \{V_i\}_{i=1}^{K_v} \), where \( K_v \) denotes the the number of characters in the image sequence and \( V_i \) is the visual co-reference chain that contains all the visual appearances referring to the \( i \)-th visual character.

3. For multi-modal input, after the above two steps, the textual and visual co-reference chains (i.e., \( \{T_i\}_{i=1}^{K_t} \) and \( \{V_i\}_{i=1}^{K_v} \)) are aligned to obtain multi-modal co-reference chains \( \{M_k\}_{k=1}^{K_m} \), where \( K_m = \max(K_t, K_v) \) is the total number of characters and \( M_i \) is the multi-modal co-reference chain that contains all textual mentions and visual appearances of the \( i \)-th character.

Regardless of the modality of the input, we also need to output an importance score for each character (i.e., for each co-reference chain).

Methodology

In this section, we will introduce our model for detecting and grounding important characters. This model is meant as a baseline for our proposed new dataset and task. For modelling purposes, we decompose the task into four sub-tasks: (1) character detection and co-reference resolution in the sentences, (2) character detection and co-reference in the image sequence, (3) alignment of textual and visual co-reference chains, and (4) ranking of the importance of each character. Figure 2 illustrates the proposed model architecture. Next we will introduce the four parts respectively.

Character Detection and Co-reference in Text

Given a textual story \( \{S_i\}_{i=1}^{C} \), we find all the mentions that refer to the same character as follows:

1. Use a pre-trained part-of-speech tagger to identify all noun and pronoun words in the sentences.
2. Filter these nouns using hypernyms in WordNet (Miller 1995). As the VIST stories contain people, animals and vehicles as characters, we used the following hypernyms: \{person.n.01, animal.n.01, vehicle.n.01\}.
3. Use pre-trained co-reference resolution tools to group the mentions from step 2 into co-reference chains.

After these steps, we have the character co-reference chains \( \{T_i\}_{i=1}^{K_t} \), where \( T_i \) denotes the co-reference chain of the \( i \)-th character in the story and \( K_t \) denotes the total number of textual characters detected in the input sentences.

Plural and Group Characters We separately detect the mentions for plural and group character. For plural characters, we consider words with the PoS tag NNS or NNPS. For group nouns, we create a vocabulary list that contains words whose PoS is not NNS or NNPS, but refer to a group of people (e.g., team, family). The full list is in the supplementary material. We add special labels to the chains referring to plural and group characters for the subsequent grounding step.

Character Detection and Co-reference in Images

For the input image sequence \( \{I_i\}_{i=1}^{C} \), we identify characters and obtain visual character co-reference chains \( \{V_i\}_{i=1}^{K_v} \).

We experiment with two different approaches to obtaining face regions and features: (1) the pre-trained face detector MTCNN (Xiang and Zhu 2017) in conjunction with Inception Resnet (Szegedy et al. 2017) pretrained on VGGFace2 (Cao et al. 2018) for feature extraction, and (2) MTCCN for face detection combined with the CLIP pre-trained vision-language model (Radford et al. 2021) for feature extraction.

After obtaining the face features, we employ k-means (Lloyd 1982) on the face features to obtain the co-reference chains. k-means requires us to specify \( K \), the number of clusters, before we run the algorithm. We experiment with \( 2 \leq k \leq 10 \), as we assume a maximum of ten characters in a story and use the Calinski and Harabasz metric (Calinski and Harabasz 1974) to evaluate the visual co-reference results, and select the \( k \) with the highest score as the final cluster number \( K_v \) for the image sequence \( \{I_i\}_{i=1}^{C} \). Note that some clustering algorithms (e.g., mean-shift) don’t require a predefined number of cluster. But in our experiments k-means outperforms all other algorithms we tried (details in the supplementary material).

Character Grounding

We aim to align textual co-reference chains \( \{T_i\}_{i=1}^{K_t} \) and visual co-reference chains \( \{V_i\}_{i=1}^{K_v} \) at this stage. We model character grounding as a bipartite graph matching problem. Specifically, we propose to first generate a similarity matrix...
Algorithm 1: Distributional Similarity-based Alignment

**Input:** Textual chains \( \{T_i\}_{i=1}^{K_t} \) and visual chains \( \{V_j\}_{i=1}^{K_v} \)

**Output:** Alignment results \( \mathcal{R} \).

1. Let \( \mathcal{R} = \{\} \) and \( A = \) zero matrix with shape \( (K_t, K_v) \).
2. for each \( T_i \in \{T_i\}_{i=1}^{K_t} \) do
3. \( t_i \leftarrow C \)-dim binary vector of the dist. of \( T_i \)
4. for each \( V_j \in \{V_j\}_{j=1}^{K_v} \) do
5. \( v_j \leftarrow C \)-dim binary vector of the dist. of \( V_j \)
6. \( A_{ij} = \sum_{r=1}^{N} x_r \)
7. end for
8. end for
9. \( \mathcal{R} = \text{Kuhn–Munkres} (A) \)
10. return Alignment results \( \mathcal{R} \).

\( A \) of shape \( (K_t, K_v) \), where each element \( A_{ij} \) represents the similarity of textual character \( T_i \) and visual character \( V_j \). Then we apply the Kuhn–Munkres algorithm, also known as the Hungarian algorithm, to the similarity matrix and obtain the matching results. We propose two methods for computing the similarity between \( T_i \) and \( V_j \), namely using distributional similarity and using pre-trained vision-language model.

**Distributional Similarity** Algorithm 1 shows the details of the proposed distributional similarity-based alignment algorithm. The assumption is that the textual mentions and visual appearances of the same character should have a similar distribution across the five sentences and images in a story. For example, textual mentions in \( S_1 \) and \( S_2 \) and visual appearances in the corresponding images \( I_1 \) and \( I_2 \) tend to refer to the same character.

Mathematically, we use a \( C \)-dimensional binary vector \( (t_i, v_i) \) to represent the distribution of a textual or visual character. More precisely, \( t_i[k] = 1 \) when the \( i \)-th textual character is in the \( k \)-th sentence, and \( v_i[k] = 1 \) when the \( i \)-th visual character appears in the \( k \)-th image.

**CLIP-based Similarity** As described in the previous section, we use CLIP to measure the similarity of image-text pairs. CLIP is designed to handle one-to-one similarity. We take the average of the similarity of each mention in the textual chain \( \{T_i\}_{i=1}^{K_t} \) and each visual appearance in the visual chain \( \{V_j\}_{j=1}^{K_v} \), as the similarity of the two chains:

\[
A_{ij} = \frac{1}{|T_i| \cdot |V_j|} \sum_{m=1}^{|T_i|} \sum_{n=1}^{|V_j|} \text{CLIP}(T_i^m, V_j^n) \tag{1}
\]

where \( A_{ij} \) is the average similarity between \( \{T_i\}_{i=1}^{K_t} \) and \( \{V_j\}_{j=1}^{K_v} \), \( T_i^m \) denotes the \( m \)-th mention in the textual co-reference chain \( T_i \), \( V_j^n \) denotes the \( n \)-th visual appearance in \( V_j \), and \(| \cdot |\) means the length of a coreference chain.

**Plural and Group Characters** We first ground individual characters as described so far. Then we deal with plural and group characters. For each plural/group textual co-reference chain, we compute its similarity with each visual co-reference chain using the same similarity method used for singular characters. We then select the best match plural/group textual character for each visual character. If the matching score is higher than a threshold, the visual character will be added to the plural/group co-reference chain.

After the above steps, we can obtain multi-modal co-reference chains \( \{M_k\}_{k=1}^{K_m} \), where \( M_k = \{T_i, V_j\} \) if the textual character \( T_i \) and the visual character \( V_j \) are aligned. Note that the remaining uni-modal characters will also be included in \( \{M_k\}_{k=1}^{K_m} \). Therefore, \( K_m \) is equal to the maximum of \( K_t \) and \( K_v \).

**Importance Ranking** Intuitively, the more important a character is, the more crucial it is to the plot, and the more often it will be mentioned in the story. In Experiments section we analyse the relationship between character frequency and importance and find that the two factors are well correlated. Therefore we use
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\[
\text{Importance}(M_k) = |M_k| = |T_i| + |V_j| \quad (2)
\]

In addition, we’re also interested in the importance ranking task in a single modality setting, i.e., when the input is the story text or the image sequence only. For text-only input, the importance of each character is \(|T_i|\) and for image-only input, it is \(|V_j|\).

**Experiments**

**Character Detection**

We use the spaCy PoS tagger (https://spacy.io/api/tagger) to obtain the nouns in text and then identify the charac-

ters using WordNet (Miller 1995). For images, we obtain the faces using MTCNN (Zhang et al. 2016) and resize them to 160×160. Table 3 shows the results of character detection.

**Evaluation Metric**

We use precision and recall to evaluate textual and visual character detection. For textual character detection, a predicted character phrase is considered as a correct character detection when the head word of the noun phrase is the same as the gold-standard one. For visual character detection, a predicted face region is considered as a correct character detection when the bounding box of the face is entirely inside of an annotated body bounding box.

**Analysis**

Overall, recall scores are higher than precision scores for both modalities. The precision of image-based character detection is only 40.5% and the gap with recall is around 28.6%. The reason is that there are a lot of back-

ground characters unrelated to the story in the images. Com-

paratively, text is less noisy, and we can observe better character detection performance than in images. However, we found that using WordNet and the hypernym method to filter character words can cause false positives. For example, white is usually used to describe color, but its primary sense in WordNet is a person name. Also, some character words like great-grandmother are not included in WordNet.

**Character Co-reference**

For textual stories, we experiment with two different ap-

proaches to obtain co-reference chains: (1) NeuralCoref (Clark and Manning 2016) and (2) SpanBERT (Joshi et al. 2020). For image sequences, we use pre-trained MTCNN for face detection and compare two methods for face feature extraction: (1) Inception ResNet pre-trained on VGGFace2 and (2) the pre-trained CLIP model. The face instances are then clustered using k-means to obtain visual co-reference chains. Table 4 presents the character co-reference results for both modalities.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textual Story</td>
<td>74.4%</td>
<td>90.3%</td>
</tr>
<tr>
<td>Image Sequence</td>
<td>40.5%</td>
<td>69.1%</td>
</tr>
</tbody>
</table>

Table 3: Results for character detection in textual story and image sequence on VIST-Character.

**Character Co-reference**

For textual stories, we experiment with two different ap-

proaches to obtain co-reference chains: (1) NeuralCoref (Clark and Manning 2016) and (2) SpanBERT (Joshi et al. 2020). For image sequences, we use pre-trained MTCNN for face detection and compare two methods for face feature extraction: (1) Inception ResNet pre-trained on VGGFace2 and (2) the pre-trained CLIP model. The face instances are then clustered using k-means to obtain visual co-reference chains. Table 4 presents the character co-reference results for both modalities.

<table>
<thead>
<tr>
<th>Model</th>
<th>B-Cubed Precision</th>
<th>B-Cubed Recall</th>
<th>Exact Match Precision</th>
<th>Exact Match Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeuralCoref</td>
<td>70.2%</td>
<td>66.6%</td>
<td>29.2%</td>
<td>32.4%</td>
</tr>
<tr>
<td>SpanBERT</td>
<td>66.6%</td>
<td>70.0%</td>
<td>30.0%</td>
<td>33.2%</td>
</tr>
<tr>
<td>ResNet</td>
<td>57.0%</td>
<td>60.5%</td>
<td>10.7%</td>
<td>17.5%</td>
</tr>
<tr>
<td>CLIP</td>
<td>51.8%</td>
<td>60.8%</td>
<td>25.8%</td>
<td>23.8%</td>
</tr>
</tbody>
</table>

Table 4: Results for character co-reference. For the textual models, the input is the character mentions detected by PoS + WordNet. For the visual models, face instances are obtained by MTCNN and k-means is used for clustering.

<table>
<thead>
<tr>
<th>Input</th>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictions</td>
<td>Distribution-based</td>
<td>27.3%</td>
<td>27.5%</td>
</tr>
<tr>
<td></td>
<td>CLIP-based</td>
<td>21.7%</td>
<td>28.5%</td>
</tr>
<tr>
<td>Gold-standard</td>
<td>Distribution-based</td>
<td>77.5%</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CLIP-based</td>
<td>58.5%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Performance of distribution similarity-based and CLIP-based alignment with and without the gold standard annotations as input. Best results are highlighted in bold.

**Evaluation Metric**

Each character is represented by a co-reference chain. We evaluate the co-reference chains from two perspectives. B-Cubed recall and precision (following Cai and Strube 2010) indicate the average percentage of the correctly detected mentions in a chain. In contrast, exact match precision and recall require that the two chains are exactly the same.

**Analysis**

In general, B-Cubed scores are higher than ex-

act match, which means that co-referred mentions can be successfully detected, but it is difficult to identify the whole chain correctly. The reason is twofold. First, the fact that we are working on multi-sentence stories increases the difficulty of textual co-reference resolution. Second, the image sequences in the VIST dataset usually contain different views of the same character, which makes it hard to form accurate clusters, see Figure 2 for examples.

Comparing modalities, we observe that co-reference res-

olution in text performs better than in images across the board. We attribute this to the redundant characters detected in images, i.e., characters that are depicted but do not play a role in the story (e.g., people in the background).

For text-based models, SpanBERT outperforms Neural-

Coref in terms of exact match, while for visual models, CLIP outperforms ResNet. In further experiments, we will use SpanBERT and CLIP, respectively.

**Character Grounding**

We evaluate distributional similarity-based and CLIP-based alignment applied on the output of the SpanBERT and MTCNN + CLIP pipelines. In addition, we report the result of the alignment algorithm on gold standard input to obtain an estimate of its performance without accumulated error. The results are shown in Table 5.

**Evaluation Metric**

We use recall and precision to evaluate the character grounding task. Note that recall is preferred
to precision in this task, as visual character detection returns redundant characters (see above), which depresses the precision score.

**Analysis** We can observe that the performance is much better with gold-standard input than when detection-and-co-reference is used. This indicates that the alignment algorithm works well, but is very sensitive to errors in the input. The errors of previous components accumulate and have a negative impact on the alignment performance.

Interestingly, CLIP does not outperform the distribution-based model. The reason is that CLIP is pre-trained on image-caption pairs whose the caption is usually specific and detailed. However, the VIST stories contain many generic words (e.g., he, boy) that appear frequently in the textual co-reference chains, making it difficult for CLIP to predict the alignment relation. See the supplementary material for more details on the CLIP-based grounding results.

**Importance Ranking**

Intuitively, there is a positive relationship between the importance of a character and its frequency: characters that are central to the plot are mentioned more often than side characters that don’t contribute much to the story.

To verify the assumption that character importance is related to frequency, we compute the Pearson’s correlation between the number of occurrences of a character in a story (i.e., the length of gold-standard co-reference chain), and the importance rating assigned to that character by the annotators. Specifically, we investigate the correlation between a character’s importance rating and (1) the number of occurrences in story text only, (2) the number of occurrences in image sequence only, and (3) the number of occurrences in both the image sequence and associated story text. Note that the correlation coefficient is uncomputable when there is only one character or all characters appear equally often in a story, so these instances were removed. The result is shown in Table 6 and confirms our hypothesis that character importance is correlated with character frequency.

We now turn to the most important character in a story, the protagonist. Being able to identify the protagonist is particularly important for story understanding or generation, as the plot revolves around this character. In our setting, the protagonist is expected to be the character with the highest frequency. We can therefore predict the protagonist as the character with the longest co-reference chain. We again compare text-only, image-only and multi-modal settings. We use SpanBERT for the text-only setting and use MTCNN + CLIP for the last two. The results are given in Table 7.

<table>
<thead>
<tr>
<th>Story Type</th>
<th>Pearson's Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textual Stories</td>
<td>0.61</td>
</tr>
<tr>
<td>Visual Stories</td>
<td>0.55</td>
</tr>
<tr>
<td>Multi-modal Stories</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 6: Pearson’s correlation between the number of occurrences and the importance ranking in different story modalities in the gold-standard VIST-Character dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>P@1</th>
<th>P@3</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text-only</td>
<td>53.6%</td>
<td>79.2%</td>
<td>87.4%</td>
</tr>
<tr>
<td>Image-only</td>
<td>30.0%</td>
<td>30.8%</td>
<td>31.3%</td>
</tr>
<tr>
<td>Multi-modal</td>
<td>29.4%</td>
<td>34.7%</td>
<td>34.3%</td>
</tr>
</tbody>
</table>

Table 7: Performance for identifying the most important characters of a story. P@k means Precision@k. P@1 corresponds to identifying the protagonist. Multi-modal means that both the text and the images of a story are used.

**Evaluation Metric** We use the metric Precision@k to measure performance in predicting the most important characters. Precision@1 corresponds to predicting the protagonist correctly, while Precision@3 or Precision@5 indicate how many of the three or five most important characters have been identified correctly, compared to the human ratings of character importance in our VIST-Character dataset. Note that for the multi-modal model, the precision score is calculated based on the match of multi-modal co-reference chains. Two multi-modal co-reference match if the head words (first textual mention) are the same.

**Analysis** The text-based model achieves the best performance among the three settings with Precision@5 reaching 87.4%. The reason is that the story text is treated as the evidence on which annotators have rated character importance in our dataset. Moreover, the noise in the story text is less than in the image sequence, which makes the text-based importance ranking less error-prone than ranking based on images.

The results of the image-only model are significantly worse, with precision scores of only around 30%. The reasons are two-fold. Firstly, the performance of clustering for co-reference resolution is not sufficiently high and thus adds a lot of noise to the downstream ranking task. Secondly, the current evaluation method only considers the head image of the visual character co-reference chain. Therefore, better co-reference resolution methods and more reasonable evaluation methods are needed to improve the image-only setting.

We can observe that the multi-modal setting performs slightly better than visual setting in terms of Precision@3 and Precision@5. This means that the injection of textual evidence helps improve the performance of the image-only model somewhat. From another perspective, the injection of visual evidence degrades the performance of the text-only model as the redundant characters in images bring a lot of noise to the length of the multi-modal co-reference chains if aligned with the wrong textual characters. But we don’t think the current method realizes the full potential of the multi-modal model given the large gap between the performance of text-only and multi-modal settings.

**Plural and Group Characters**

Table 8 shows the character grounding and importance ranking performance for multi-modal input with and without plural and group characters. For character grounding, the precision of plural and group characters reaches 47.5% while the recall is only 20.9%. The reason is our grounding algorithm
sets a high threshold (i.e., 0.6) for linking a visual character to a plural or group textual character. This threshold prevents the model from overpredicting plural characters, given that these are relatively rare in the VIST stories.

For important ranking, we observe that Precision@1 drops by five points with plural and group characters, while Precision@5 increases by about five points. The reason is that the protagonist is not a plural or group character in most cases. Therefore, including plural and group nouns makes the most important character prediction more error prone. However, the top five characters usually contain plural or group characters, thus Precision@5 will be higher when we consider plural and group characters.

### Related Work

**Visual Storytelling** Visual storytelling was first proposed by Huang et al. (2016) and has generated a lot of interest since, starting with early work (Gonzalez-Rico and Puentes-Pineda 2018; Kim et al. 2018) that employed a simple encoder-decoder structure, with a CNN to extract visual features and an RNN to generate text. More recent visual storytelling approaches (Xu et al. 2021; Chen et al. 2021; Hsu et al. 2020; Yang et al. 2019) introduce external knowledge to give models the necessary commonsense to reason. Sometimes, scene graphs are used to model the relations between objects (Lu et al. 2016; Hong et al. 2020; Wang et al. 2020). However, none of the existing approaches explicitly consider character information—characters are just treated like other objects. This results in a coherent sequence of events rather than a story with a clear plot driven by strong characters. Our work makes it possible to address this limitation by training character-centric models.

**Detecting Important People in Images** There is some prior work on detecting important people in single still images. Li, Li, and Zheng (2018) contribute the multi-scene dataset and an NCAA Basketball dataset for important people detection in single images. Li, Hong, and Zheng (2019) propose a deep importance relation network that learns the relations between the characters in an image to infer the most important person. Our work deals with image sequences, making important person detection more difficult is requires re-identification and co-reference resolution.

**Character-grounded Video Description** There is a long line of work which aims to link character mentions in movie or TV scripts with their visual tracks (Yu et al. 2020; Rohrbach et al. 2017; Bojanowski et al. 2013; Tapaswi, Bäuml, and Stiefelhagen 2012; Everingham, Sivic, and Zisserman 2006; Sivic, Everingham, and Zisserman 2009). Important datasets for this task include ActivityNet Captions (Caba Heilbron et al. 2015) augmented with bounding boxed and noun phrase grounding (Zhou et al. 2019). Our model and group character annotation is inspired by their annotation guidelines. The M-VAD Names dataset (Pini et al. 2019) extends the Montreal Video Annotation Dataset (Torabi et al. 2015) with character names and corresponding face tracks, but does not include pronouns or plural nouns on the language side. Rohrbach et al. (2017) propose the MPII-MD Co-ref+Gender dataset, which contains the co-reference and grounding information for singular characters. Compared with this work, our dataset includes plural/group character annotations and richer visual information in terms of the number of bounding boxes (4,989 vs. 2,649). Also, none of the existing datasets considers the importance of characters, making it difficult to distinguish protagonists from side characters. In modeling terms, Rohrbach et al. (2017) handle video description jointly with character grounding and co-reference and Yu et al. (2020) learn visual track embeddings and textualized character embedding to achieve character grounding and re-identification.

**Character-Centred Story Research** This line of work aims to understand how characters drive the development of a story, resulting in models of character detection and persona learning (Bamman, O’Connor, and Smith 2013; Bamman, Underwood, and Smith 2014; Vala et al. 2015; Flekova and Gurevych 2015) and model of the interactions between characters (Iyyer et al. 2016; Srivastava, Chaturvedi, and Mitchell 2016; Chaturvedi, Iyyer, and Daume III 2017; Kim and Klinger 2019). Surikuchi and Laaksonen (2019) extract and analyse the character mentions from the VIST dataset. Our approach to character mention detection is inspired by their work. Other work has modeled the emotional trajectory of the protagonist (Brahman and Chaturvedi 2020). The character-centric storytelling model of Liu et al. (2020) uses character-embeddings to guide the generation process. Brahman et al. (2021) present a dataset of literary pieces paired with descriptions of the characters in them. In contrast to our work, all these approaches work on text only.

### Conclusion
We introduced the VIST-Character dataset, which extends the test set of VIST with co-reference chains for textual and visual character mentions and their importance rating. Utilizing this dataset, we proposed the important character detection and grounding task, which requires character detection, co-reference, visual grounding and ranking. We proposed two simple, unsupervised models for this task: one using distributional similarity and one based on the large pre-trained vision-language model CLIP. In the future, we will exploit the proposed models to build a character-centric visual storytelling model, and extend it to longer and complicated narratives like comic books or movies. We will release the dataset and codebase of the project, and hope this will benefit work in character-centric story understanding and generation.

<table>
<thead>
<tr>
<th>Input</th>
<th>Grounding Precision</th>
<th>Recall</th>
<th>P@1</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singular</td>
<td>34.5%</td>
<td>21.5%</td>
<td>33.2%</td>
<td>32.4%</td>
</tr>
<tr>
<td>Plural</td>
<td>20.9%</td>
<td>47.5%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Both</td>
<td>27.3%</td>
<td>27.5%</td>
<td>27.9%</td>
<td>37.9%</td>
</tr>
</tbody>
</table>

Table 8: The character grounding and importance ranking performance of multi-modal input with and without plural and group characters. P@k means Precision@k.
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