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Abstract
Event argument extraction (EAE) aims to identify the arguments of a given event, and classify the roles that those arguments play. Due to high data demands of training EAE models, zero-shot cross-lingual EAE has attracted increasing attention, as it greatly reduces human annotation effort. Some prior works indicate that generation-based methods have achieved promising performance for monolingual EAE. However, when applying existing generation-based methods to zero-shot cross-lingual EAE, we find two critical challenges, including Language Discrepancy and Template Construction. In this paper, we propose a novel method termed as Language-oriented Prefix-tuning Network (LAPtN) to address the above challenges. Specifically, we devise a Language-oriented Prefix Generator module to handle the discrepancies between source and target languages. Moreover, we leverage a Language-agnostic Template Constructor module to design templates that can be adapted to any language. Extensive experiments demonstrate that our proposed method achieves the best performance, outperforming the previous state-of-the-art model by 4.8\% and 2.3\% of the average F1-score on two multilingual EAE datasets.

Introduction
Event argument extraction (EAE) aims to identify the entities that serve as event arguments of a given event, and predict the roles they play. Figure 1(a) illustrates an example of EAE task. Given the trigger “attacked” for an Attack event, the EAE model is expected to recognize “two soldiers”, “demonstrators” and “yesterday” as the event arguments, and predict their roles as “Target”, “Attacker” and “Time”, respectively. EAE is a key step for event extraction (EE), which can be beneficial for various downstream applications, such as recommendation systems (Li et al. 2020b), dialogue systems (Zhang, Chen, and Bui 2020) and timeline summarization (Li et al. 2021).

With the development of deep neural network methods, EAE has met with remarkable success. However, training an EAE model relies on considerably large-scale labeled data, which makes it hard to adapt to low-resource languages that lack sufficient labeled data. To address this shortcoming, cross-lingual EAE transfers the advantage of the
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Figure 1: (a) An example of event argument extraction; (b) An example of generation-based method; (c) An illustration of zero-shot cross-lingual event argument extraction.

source language with rich resources to the target language, which gains increasing attention (Subburathinam et al. 2019; Van Nguyen and Nguyen 2021; Ahmad, Peng, and Chang 2021; Lou et al. 2022). In this work, we focus on the zero-shot cross-lingual EAE task, where the EAE model is trained with the annotated data in a source language and directly applied to other target languages (cf. Figure 1(c)).

For monolingual EAE, most of previous methods treat it as classification tasks (including entity recognition and argument classification), either trained in a pipelined or joint manner (Nguyen, Cho, and Grishman 2016; Wang et al. 2019; Lin et al. 2020). Recently, there is an emerging trend of casting EAE as a sequence generation problem (Li, Ji, and Han 2021; Hsu et al. 2022; Liu et al. 2022). As shown in Figure 1(b), this line of methods design templates with several placeholders (i.e., underlined words), and steer generation pre-trained language models (PLMs) to fill them. Com-
pared with classification-based methods, generation-based methods can better capture dependencies between arguments, which achieves promising performance for monolingual EAE. Despite the success, extending generation-based methods to the zero-shot cross-lingual EAE is non-trivial, which faces two critical challenges: (1) **Language Discrepancy.** Languages have their own characteristics, e.g., the distance between triggers and candidate arguments is very different among languages. If the EAE model trained in source languages memorizes excessive specific knowledge from source languages, it inevitably has a negative impact on the prediction in target languages. For example, according to our statistics, the average distance between triggers and candidate arguments in English is 9.8, while it is 21.7 in Chinese. As a result, an EAE model trained in English may pay too much attention on closer tokens, thus failing to generalize in Chinese. (2) **Template Construction.** Designing templates is a very important step in generation-based methods. As shown in Figure 1(b), the templates designed in prior works are language-dependent, i.e., the language of templates is the same as that of training instances. However, for zero-shot cross-lingual EAE, the languages of instances are different during training and testing. Thus, the language-dependent templates severely restrict the zero-shot cross-lingual transfer of existing generation-based methods. Naively applying such models trained in source languages to target languages usually generates words belonging to source languages, yielding poor performance.

In this paper, we propose a novel method termed as **Language-oriented Prefix-tuning Network** (LAPtIN) to address the aforementioned challenges. Our method is based on the multilingual generative PLMs for conditional generation. Specifically, we devise a **Language-oriented Prefix Generator** module to handle the discrepancies between source and target languages. The module first obtains and encodes the language-universal dependency structure of the input sentence, and then utilizes trigger-centric neighbor information to initialize continuous prefix vectors. Meanwhile, inspired by Huang et al. (2022), we use a **Language-agnostic Template Constructor** module to facilitate cross-lingual transfer. The module utilizes some language-agnostic tokens to represent templates, so that the constructed templates can be adapted to any language. Extensive experiments on two multilingual EAE datasets demonstrate that our method substantially outperforms previous state-of-the-art zero-shot cross-lingual EAE models.

Overall, the contributions of this work can be summarized as follows:

- We propose a novel language-oriented prefix-tuning network (LAPtIN) for zero-shot cross-lingual EAE. To our best knowledge, we are the first to explore the prefix-tuning method for the task.
- We introduce a language-oriented prefix initialization mechanism based on the language-universal dependency structure, which can help the model handle the discrepancies between source and target languages.
- Experimental results indicate that our approach significantly outperforms previous state-of-the-art methods, achieving 4.8% and 2.3% improvements of average F1-score on two widely used datasets.

### Related Work

#### Traditional Event Argument Extraction

Event argument extraction (EAE) is an important subtask of event extraction (EE), which has attracted extensive attention among researchers. Existing methods for EAE can be mainly classified into two categories. The first category of methods formulates EAE as a classification problem (Chen et al. 2015; Huang et al. 2018). These methods usually first identify candidate arguments and then predict their roles. In addition, recent works apply reading comprehension methods to the EAE task (Du and Cardie 2020; Li et al. 2020a; Liu et al. 2020). In the second category, recent studies treat EAE as a sequence generation problem (Li, Ji, and Han 2021; Hsu et al. 2022; Liu et al. 2022), with the help of generative PLMs (Lewis et al. 2020; Raffel et al. 2020). Compared with classification-based methods, generation-based methods have achieved more promising results by capturing dependencies between triggers and arguments.

#### Cross-Lingual Event Argument Extraction

The success of traditional EAE is almost limited to high-resource languages, which requires an amount of annotated data for training. To alleviate this problem, zero-shot cross-lingual EAE has gained increasing attention in recent years (Subburathinam et al. 2019; Huang et al. 2022). Most previous works on cross-lingual transfer for EE are based on machine translation (Zhu et al. 2014) and external resources or data (Chen and Ji 2009; Hsi et al. 2016). Subburathinam et al. (2019) leverage graph neural networks (Kipf and Welling 2017) to learn multilingual representations across languages. In view of the success of generation-based methods for monolingual EAE, Huang et al. (2022) extend the idea to the cross-lingual setting, which achieves the current best performance for zero-shot cross-lingual EAE. However, the method cannot effectively handle discrepancies between source and target languages, and easily overfits the specific information of source languages.

#### Prompt-based Learning

With the success of PLMs, prompt-based learning has become a promising paradigm (Liu et al. 2021). It transforms the downstream tasks into the same form as the PLMs’ pre-training tasks, which is more helpful to elicit model knowledge (Brown et al. 2020). For example, Han et al. (2022) convert text classification problems to cloze-style tasks, which depends on designed verbalizers to map from label words to specific labels. These discrete prompt-tuning methods are effective for few-shot classification tasks (Schick and Schütze 2021; Seoh et al. 2021). Additionally, instead of discrete prompts, some studies also propose continuous prompts that are directly operated in the embedding space (Li and Liang 2021; Lester, Al-Rfou, and Constant 2021; Qin and Eisner 2021). Despite the flourish of the research in prompt-based learning, how to apply it to the zero-shot cross-lingual EAE remains largely under-explored.
Task Formulation

Following Hsu et al. (2022) and Huang et al. (2022), we formulate event argument extraction task as follows. We define that an input sentence $S$ consists of $T$ words, i.e., $S = \{w_1, w_2, \ldots, w_T\}$. We also define the event types set $E$ and the corresponding argument roles set $R_e$ for each event type $e \in E$. Given an input sentence $S$ and an event trigger $t$ belonging to an event type $e \in E$, the EAE task aims to recognize all $(r, s) \in A$ pairs for the event, where $r \in R_e$ is an argument role for the event type $e$, and $s \in S$ is a contiguous text span in the sentence. For the zero-shot cross-lingual EAE, the training data $D_{train} = \{(S_i, t_i, e_i, R_{e_i}, A_i)\}_{i=1}^N$ belongs to the source languages, which is used to train an EAE model. Then, the trained model is directly tested on instances of target languages, denoted as $D_{test} = \{(S_i, t_i, e_i, R_{e_i}, A_i)\}_{i=1}^M$.

In contrast to monolingual EAE, zero-shot cross-lingual EAE is a more challenging yet practical problem. It requires EAE models to be capable of transferring the shared knowledge from the source languages to the target languages.

Methodology

Figure 2 shows the overall architecture of LAPIN, which consists of three major components: (1) Language-agnostic Template Constructor, which designs templates according to event structures; (2) Encoder-Decoder Architecture, which leverages multilingual generative PLMs to fill the template; (3) Language-oriented Prefix Generator, which initializes prefixes using language-universal dependency structure. We will illustrate each component in detail.

Language-agnostic Template Constructor

Previous works (Hsu et al. 2022; Ma et al. 2022) have proved that templates are very important for generation-based methods. Generally, for each event type $e$, a type-specific template $T_e$ should be designed according to event structures (i.e., ontologies). It usually contains several placeholders that need to be replaced by concrete arguments. In addition, the language of instances may be different during training and testing for zero-shot cross-lingual EAE. Therefore, the template should be designed in a language-agnostic manner.

Encoder-Decoder Architecture

Given the input sentence $S$, the template $T_e$ is designed using the above template construction strategy. Our method LAPIN generates the output sequence $\mathcal{Y}$ via multilingual generative PLMs (i.e., mT5 (Xue et al. 2021)). Concretely, our method first encodes the input sequence and obtains corresponding representations:

$$H_{\mathcal{X}} = \text{Encoder}(\mathcal{X}), \quad \mathcal{X} = [S; \text{SEP}; T_e],$$  

In addition, if more than one argument is predicted as the same role, they are first sorted by spans and then connected by the special token [and]. Given the generated output sequence, we can easily parse the argument and role predictions according to event structures.
where Encoder(·) is a multi-layer transformer encoder (Vaswani et al. 2017), \( \mathcal{X} \) denotes the input sequence that is concatenated by the sentence \( S \) and template \( T \). [SEP] denotes the separate marker in the PLMs. \([i] \) indicates the sequence concatenation operation. \( \mathbf{H}_X \in \mathbb{R}^{[|\mathcal{X}| \times d]} \) denote the hidden representations for each token in the input sequence.

After obtaining hidden representations of the input sequence, we feed them into the decoder for generating the output sequence \( \mathcal{Y} \) in an autoregressive style (i.e., token-by-token). At step \( t \), the decoder generates the \( t \)-th token \( y_t \) and decoder state \( h_t^d \) as follows:

\[
y_t, h_t^d = \text{Decoder}(\mathbf{H}_X, \mathbf{H}_{<t}^d, y_{t-1}),
\]

where \( \text{Decoder}(\cdot) \) is a multi-layer transformer decoder. \( \mathbf{H}_{<t}^d \in \mathbb{R}^{(t-1) \times d} \) are past states of the decoder during decoding. The conditional probability of the entire output sequence, denoted as \( p(\mathcal{Y} | \mathcal{X}) \), can be computed as follows:

\[
p(\mathcal{Y} | \mathcal{X}) = \prod_{t=1}^{|\mathcal{Y}|} p(y_t | y_{<t}, \mathcal{X}),
\]

where \( p(y_t | y_{<t}, \mathcal{X}) \) is the probability of predicting token \( y_t \), given the previous generated tokens \( y_{<t} \) and the encoder input \( \mathcal{X} \).

### Language-oriented Prefix Generator

To alleviate the language discrepancies, we devise a language-oriented prefix generator to initialize prefixes based on a language-universal dependency structure, which is illustrated in Figure 3. It guides the model to learn shared knowledge between source and target languages. Specifically, it is designed as follows:

**Encoding of Dependency Structure**

We first use a pre-trained universal dependency parser (e.g., Stanza \(^1\) (Qi et al. 2020)) to obtain the language-universal dependency tree of the input sentence. Then, we compute the syntactic (i.e., shortest path on the tree) distance between every pair of tokens. The distance matrix is denoted as \( D \in \mathbb{R}^{|T| \times |T|} \), where \( D_{ij} \) represents the syntactic distance between \( i \)-th and \( j \)-th tokens in the input sentence, and \( T \) denotes the length of the input sentence.

To encode the dependency structure, we first use the mT5 encoder to represent each token in a shared semantic space across languages, and then employ the transformer as the structure encoder. If tokens are allowed to attend other tokens that are within distance \( \delta \), the mask can be defined matrix as follows:

\[
M_{ij} = \begin{cases} 
0, & \text{if } D_{ij} \leq \delta \\
-\infty, & \text{otherwise},
\end{cases}
\]

where \( \delta \) is a hyper-parameter. In this way, the mask matrix can take into account the syntactic structure. For \( l \)-th transformer layer, the self-attention distribution \( \mathbf{P}^l \) is computed as follows:

\[
\mathbf{P}^l = \text{softmax}(QK^T / \sqrt{d_k} + M)V,
\]

where \( Q, K \) and \( V \) are queries, keys and values of the \( l \)-th layer, respectively, whose hidden size is \( d_k \). \( P_{ij}^l \) denotes the attention that \( i \)-th token pays to the \( j \)-th token in the sentence. Since the syntactic distances between trigger and arguments are informative (Ahmad, Peng, and Chang 2021), we modify the self-attention distribution by incorporating syntactic distances:

\[
A_{ij}^l = \frac{P_{ij}^l}{Z_iD_{ij}},
\]

where \( Z_i = \sum_j P_{ij} / D_{ij} \) is the normalization factor. \( A^l \in \mathbb{R}^{T \times T} \) is the revised self-attention matrix, which is used to compute the \( l \)-th layer output of the transformer.

**Selecting Trigger-centric Neighbors**

After the encoding, we obtain the structural representations of each token. The dependency tree is transformed into an undirected graph. We take triggers as the starting point, and select a certain number of neighbors in the order of breadth-first search, as shown in Figure 3. The selection strategy can not only indicate the trigger position, but also capture the dependencies between triggers and arguments. These selected token representations compose a learnable matrix \( \mathbf{U} \in \mathbb{R}^{L \times d} \), where \( L \) is the number of selected tokens. It serves as initialized representations of prefixes, which are prepended for the sequences \( \mathcal{X} \) and \( \mathcal{Y} \).

The computation of decoder states is similar. In this way, we induce the model to capture language-shared information.

---

\(^1\)https://stanfordnlp.github.io/stanza/

Figure 3: An illustration of language-oriented prefix generator. In the example, the distance \( \delta \) is 1 and the length of the prefix is 4. For the distance (mask) matrix, orange means visible (i.e., \( M_{ij} = 0 \)), and white means invisible.
## Table 1: Experimental results (F1-score, %) of different models on the ACE-2005 dataset. The languages on top and bottom of ↓ denote the source language and target language, respectively. “avg” denotes the average performance of all the combinations of the source language and the target language. Bold denotes best results.

<table>
<thead>
<tr>
<th>Models</th>
<th>PLMs</th>
<th>en</th>
<th>en</th>
<th>en</th>
<th>ar</th>
<th>ar</th>
<th>ar</th>
<th>zh</th>
<th>zh</th>
<th>zh</th>
<th>avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>OneIE</td>
<td>XLM-R-large</td>
<td>63.6</td>
<td>42.5</td>
<td>37.5</td>
<td>57.8</td>
<td>27.5</td>
<td>31.2</td>
<td>69.6</td>
<td>51.5</td>
<td>31.1</td>
<td>45.8</td>
</tr>
<tr>
<td>CL-GCN</td>
<td>XLM-R-large</td>
<td>59.8</td>
<td>29.4</td>
<td>25.0</td>
<td>47.5</td>
<td>25.4</td>
<td>19.4</td>
<td>62.2</td>
<td>40.8</td>
<td>23.3</td>
<td>37.0</td>
</tr>
<tr>
<td>GATE</td>
<td>XLM-R-large</td>
<td>67.0</td>
<td>49.2</td>
<td>44.5</td>
<td>59.6</td>
<td>27.6</td>
<td>26.3</td>
<td>70.6</td>
<td>46.7</td>
<td>37.3</td>
<td>47.6</td>
</tr>
<tr>
<td>GATE</td>
<td>mBART-50-large</td>
<td>65.5</td>
<td>43.0</td>
<td>38.9</td>
<td>58.5</td>
<td>27.5</td>
<td>26.1</td>
<td>65.9</td>
<td>45.3</td>
<td>30.2</td>
<td>44.5</td>
</tr>
<tr>
<td>GATE</td>
<td>mT5-base</td>
<td>59.8</td>
<td>47.7</td>
<td>32.6</td>
<td>45.4</td>
<td>20.7</td>
<td>21.0</td>
<td>64.0</td>
<td>35.3</td>
<td>22.8</td>
<td>38.8</td>
</tr>
</tbody>
</table>

### Experiments

#### Datasets and Evaluation Metrics

We evaluate our method on two EE datasets, including ACE-2005 (Doddington et al. 2004) and ERE (Song et al. 2015). For ACE-2005, the dataset is labeled in three languages: English (en), Chinese (zh) and Arabic (ar). For a fair comparison with previous work (Huang et al. 2022), we use the same dataset split and prepossessing methods to keep 33 event types and 22 argument roles. For ERE, the dataset is annotated in two languages: English and Spanish (es). Following the preprocessing in Lin et al. (2020) and Huang et al. (2022), we keep 38 event types and 21 argument roles.

Following previous works (Ahmad, Peng, and Chang 2021; Huang et al. 2022), we use the F1-score of argument classification as the evaluation metric. If argument offsets and role type are both same as the ground truth, an argument-role pair is assumed to be correctly classified. For the offset of the predicted argument, we select the nearest matched string to the predicted trigger, same as previous methods (Huang et al. 2022) to ensure fairness.

#### Baselines

We compare the proposed approach LAPIN with the following methods:

1. **OneIE** (Lin et al. 2020), which is a classification-based monolingual information extraction model. It achieves very competitive performance for the EAE task. Following Huang et al. (2022), we employ the XLM-RoBERTa-large (XLM-R-large) (Conneau et al. 2020) to obtain the word embedding for each token, so that the model can adapt to the zero-shot cross-lingual setting.

2. **CL-GCN** (Subburathinam et al. 2019), which is proposed to address event argument role labeling (EARL). It belongs to classification-based models and uses graph convolutional networks to encode the dependency structure. Since EARL requires that the entities are given in advance, one named entity recognition module is required for the model.

---

3. [https://github.com/huggingface/transformers](https://github.com/huggingface/transformers)
Table 2: Ablation study of language-oriented prefix-tuning on the ACE-2005 dataset. “avg_m” indicates the average of monolingual settings (i.e., “en ⇒ en”, “ar ⇒ ar”, and “zh ⇒ zh”). “avg_c” indicates the average of cross-lingual settings. “avg_a” indicates the average of all the combinations of the source language and the target language. The average F1-score is followed by the drop (\(↓\)) compared with the method LAPin.

Table 3: Experimental results (F1-score, %) of different models on the ERE dataset.

(3) GATE (Ahmad, Peng, and Chang 2021), which is a classification-based zero-shot cross-lingual EARL model. Unlike CL-GCN, the model leverage the transformer to encode the dependency structure. Following Huang et al. (2022), we utilize the multilingual PLMs to obtain the representation of each token.

(4) TANL (Paolini et al. 2021), which is a generation-based EAE model. The model inserts the role labels into the input sentence to obtain the target sequence. It is originally proposed for monolingual EAE task based on the T5. To accommodate zero-shot cross-lingual EAE for the TANL model, we replace the T5 with mT5-base.

(5) X-GEAR (Huang et al. 2022), which is a generation-based zero-shot cross-lingual EAE model. The model is based on multilingual PLMs, including mT5-base and mT5-large. It aims to devise a language-universal template, which achieves the current best performance for the zero-shot cross-lingual EAE task.

Overall Results

Table 1 and Table 3 shows the results on the ACE-2005 and ERE datasets, respectively. We note the following key observations throughout our experiments:

Effectiveness of Language-oriented Prefix-tuning

To demonstrate the effectiveness of the language-oriented prefix-tuning, we conduct an ablation study as follows. 1) w/o prefix-tuning, which removes the language-oriented prefix generator module from our method; 2) w/ sequential selection, which selects tokens as prefixes in sequential order starting with the first token of the sentence, instead of the breadth-first search order. We present the results of ablation study in Table 2. From the results, we can observe that:

(1) Our method outperforms all the baselines by a large margin, and achieves new state-of-the-art performance on the two datasets. For example, compared with the previous state-of-the-art model X-GEAR (mT5-large), our method achieves 4.8% and 2.3% improvements of average F1-score on the ACE-2005 and ERE datasets, respectively. The significant performance gain of our method over the baselines demonstrates that the proposed method LAPin is very effective for the zero-shot cross-lingual EAE task.

(2) Compared with classification-based methods, our approach achieves greater improvements. For example, our method outperforms the classification-based model GATE (XLM-R-large) by 8.5% and 6.4% in term of average F1-score on the ACE-2005 and ERE datasets, respectively. We attribute the improvements to that our method LAPin takes advantage of argument dependencies and language-universal knowledge, thus achieving superior performance.

(3) The generation-based model TANL yields worse performance than our method LAPin and X-GEAR. The reason is that the language-dependent template is not suitable for the cross-lingual setting. In addition, our method with mT5-large achieves better performance than that with mT5-base. It suggests that the performance of LAPin can be further improved with larger generative PLMs.
Table 4: F1-score on the ACE-2005 dataset with different distance spans between triggers and arguments. The instance of distance over 40 is very few, thus we ignore the case. “en ⇒ xx” indicates the performance average of “en ⇒ en”, “en ⇒ zh”, and “en ⇒ ar”. Our method LAPIN and X-GEAR are both based on the mT5-base.

Discussion and Analysis

Sensitivity to the Distance between Triggers and Arguments The distance between triggers and candidate arguments is very different among languages (e.g., 9.8 in English vs 21.7 in Chinese). Intuitively, if an EAE model is less sensitive to the distance between triggers and arguments, the model can be assumed to less overfit the source language. Table 4 shows the results on the ACE-2005 dataset with different distance between triggers and arguments. From the results, we can observe that our method LAPIN outperforms the baseline X-GEAR on almost all distance distributions. More importantly, compared with X-GEAR, our method achieves greater improvement when the distance between triggers and arguments becomes longer. It suggests that our method can handle discrepancies between source and target languages and avoid overfitting the source language.

Impact of Language-oriented Prefix Length We investigate the influence of language-oriented prefix length on the ACE-2005 dataset. The prefix length varies from 10 to 60, and the corresponding results are illustrated in Figure 4. From the figure, we can observe that the performance of our method LAPIN improves with the increase of prefix length at the beginning. Our method yields the best performance when the prefix length is set to 30. However, when the prefix length becomes too large, F1-score stops increasing or even decreases. We attribute it to the fact that dependency structures can shorten the distance between event triggers and their arguments and effectively model the long-distance dependencies between them. Therefore, the length of the language-oriented prefix need not be too long.

Impact of Copy Mechanism To verify the effectiveness of the copy mechanism, we conduct ablation studies. The experimental results are listed in Table 5. From the table, we can observe that removing the copy mechanism brings performance degradation in all cross-lingual settings. Compared with the model removed copy mechanism, our methods LAPIN (mT5-base) and LAPIN (mT5-large) achieves 1.4% and 2.0% improvements of average F1-score, respectively. It suggests that the generative PLMs (i.e., mT5) lack the ability to copy input, and the copy mechanism can facilitate the cross-lingual adaptation.

Conclusion

In this paper, we propose a novel language-oriented prefix-tuning network (LAPIN) for zero-shot cross-lingual event argument extraction. To handle discrepancies between source and target languages, we devise a language-oriented prefix generator module to obtain prefixes based on language-universal dependency structures. Moreover, we leverage a language-agnostic template constructor module to design universal templates for facilitating cross-lingual transfer. Experimental results on two datasets indicate that our approach substantially outperforms previous state-of-the-art methods. In the future, we plan to adapt our method to other zero-shot cross-lingual information extraction tasks.
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