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Abstract
Submodular maximization has attracted extensive attention due to its numerous applications in machine learning and artificial intelligence. Many real-world problems require maximizing multiple submodular objective functions at the same time. In such cases, a common approach is to select a representative subset of Pareto optimal solutions with different trade-offs among multiple objectives. To this end, in this paper, we investigate the regret ratio minimization (RRM) problem in multi-objective submodular maximization, which aims to find at most $k$ solutions to best approximate all Pareto optimal solutions w.r.t. any linear combination of objective functions. We propose a novel HS-RRM algorithm by transforming RRM into HittingSet problems based on the notions of $\epsilon$-kernel and $\delta$-net, where any $\alpha$-approximation algorithm for single-objective submodular maximization is used as an oracle. We prove that the maximum regret ratio (MRR) of the output of HS-RRM is bounded by $1 - \alpha + O((k - d)^{-\frac{1}{d+1}})$, where $d$ is the number of objectives, which improves upon the previous best-known bound of $1 - \alpha + O((k - d)^{-\frac{1}{d}})$ and is nearly asymptotically optimal for any fixed $d$. Experiments on real-world and synthetic data confirm that HS-RRM achieves lower MRRs than existing algorithms.

Introduction
Submodularity is a property of set functions arising in numerous machine learning and artificial intelligence problems, such as feature selection (Krause and Guestrin 2005; Amiriri, Kargas, and Sidiropoulos 2021), influence maximization (Kempe, Kleinberg, and Tardos 2003; Becker et al. 2022), data summarization (Kumari and Bilmes 2021), and sensor placement (Ohsaka and Matsuoka 2021). Given a ground set $V$, a set function $f : 2^V \rightarrow \mathbb{R}$ is said to be submodular if $f(X \cup \{v\}) - f(X) \geq f(Y \cup \{v\}) - f(Y)$ for any $X \subseteq Y \subseteq V$ and $v \in V \setminus Y$, which is well known as the “diminishing returns” property. The submodular maximization problem which aims to select a subset of items to maximize $f$ subject to a certain constraint, i.e., $\max_{S \subseteq I} f(S)$ where $I \subseteq 2^V$ is the set of all feasible solutions, has been well-studied in combinatorial optimization due to its deep theoretical foundations and broad practical applications. Although many classes of submodular maximization problems are NP-hard (Feige 1998), several polynomial-time approximation algorithms have been proposed for these problems in various settings.

Most existing studies focus on maximizing a single submodular function, while we are often faced with the problem of optimizing multiple possibly conflicting objectives simultaneously. For example, fairness-aware influence maximization problems (Tsang et al. 2019; Fu et al. 2021) aim to spread information fairly among all demographic groups in a social network, which is modeled by maximizing $d$ submodular functions, each denoting the influence diffusion in one group. As another example, data summarization tasks (Lin and Bilmes 2011; Mirzasoleiman, Badanidiyuru, and Karbasi 2016) are often considered as maximizing two submodular objective functions, which are used to measure coverage and diversity, respectively. In such cases, a natural problem is finding a set of solutions with different trade-offs among multiple objectives.

A naive approach to finding such “representative” solution sets is to enumerate all Pareto optimal solutions (Qian, Yu, and Zhou 2015), i.e., all the solutions attaining an optimal trade-off for at least one combination of multiple objectives. However, this approach suffers from two limitations. First, computing an optimal solution w.r.t. any given trade-off is infeasible due to the NP-hardness of submodular maximization. Second, the total number of Pareto optimal solutions might be prohibitively large due to the combinatorial nature of subset selection. To tackle these issues, the notion of regret ratio has been introduced to measure how well a set of solutions approximates a Pareto optimal solution (Soma and Yoshida 2017; Feng and Qian 2021). Suppose that a trade-off among $d$ objectives is denoted as a nonnegative linear combination of $d$ objective functions $f_1, \ldots, f_d$, i.e., $f_w(X) = \sum_{i=1}^{d} w_i f_i(X)$ for a vector $w \in \mathbb{R}_+^d$. The Pareto optimal solution w.r.t. $w$ is the one that maximizes $f_w$, i.e., $X^*_w = \arg \max_{X \in \mathcal{I}} f_w(X)$. Then, for a set $\mathcal{S}$ of solutions, its regret ratio w.r.t. $w$ is defined as $1 - \frac{\max_{X \in \mathcal{S}} f_w(X)}{f_w(X^*_w)}$. Intuitively, it captures the relative loss of using the best solution in $\mathcal{S}$ to approximate the Pareto optimal one w.r.t. $w$. To approximate all Pareto optimal solutions, we need to find a set of solutions with small regret ratios w.r.t. all possible vectors. This is formalized as the Regret Ratio Minimization (RRM) problem in multi-objective
submodular maximization (Soma and Yoshida 2017; Feng and Qian 2021), which finds a set $S$ of at most $k$ solutions to minimize the maximum of the regret ratio for any $w \in \mathbb{R}^d$.

**Our Results**

Although there have been several algorithms proposed for the RRM problem (Soma and Yoshida 2017; Feng and Qian 2021), they still have three drawbacks: (i) they do not work for $k < d$; (ii) they do not provide any theoretical guarantee on the gap between the maximum regret ratio (MRR) of their output and the optimal MRR; (iii) although an upper bound on MRR in the worst case is provided, the bound is not tight and can be further improved. In this paper, we address all the above problems by proposing a novel algorithm called HS-RRM for the RRM problem. The basic idea of HS-RRM is to sample a number of weight vectors based on the geometric notions of $\epsilon$-kernel and $\delta$-net (Agarwal, Har-Peled, and Varadarajan 2004), to use any given $\alpha$-approximation algorithm for single-objective submodular maximization to compute a solution w.r.t. each vector, to construct a HITTINGSET instance by checking whether a solution achieves a given regret ratio w.r.t. each vector, and to solve the HITTINGSET instance to find a set of solutions for RRM that “covers” all vectors within the regret ratio. We show that HS-RRM works for any $k \geq 1$ and provides a solution with a maximum regret ratio of $1 - \alpha + \alpha^2 \text{mrr}_k^* + O(\lambda)$ when HITTINGSET is solved optimally, where $\text{mrr}_k^*$ is the minimum possible MRR by any size-$k$ set of Pareto optimal solutions and $\lambda > 0$ is an error parameter that can be arbitrarily small. In addition, the MRR of the output of HS-RRM has an upper bound of $1 - \alpha + O((k-d)^{-\frac{1}{\alpha+1}})$, which not only improves upon the best-known bound of $1 - \alpha + O((k-d)^{-\frac{1}{\alpha+1}})$ (Feng and Qian 2021) but also nearly matches the asymptotically optimal bound of $O(k^{-\frac{1}{\alpha+1}})$ for any fixed $d$. Finally, we experimentally compare HS-RRM with existing algorithms for RRM in (Soma and Yoshida 2017; Feng and Qian 2021) on multi-objective weighted maximum coverage and data summarization problems. The results confirm that HS-RRM achieves significantly lower maximum regret ratios than existing algorithms in practice.

**Additional Related Work**

Besides (Soma and Yoshida 2017; Feng and Qian 2021), there are many other studies relevant to this work. The multi-objective submodular maximization (Krause et al. 2008; Udwani 2018; Anari et al. 2019; Fu et al. 2021) problem aims at finding a solution under a specific constraint to maximize the minimum among $d$ submodular functions. It is a special case of RRM when $k = 1$ and the weight vectors are limited to $d$ basis vectors where only one entry is equal to 1 and all others are equal to 0. The submodular maximization under submodular cover (SMSC) problem (Ohsaka and Matsuoka 2021; Gershtein, Milo, and Youngmann 2021) finds a solution to maximize one submodular function subject to that the value of the other submodular function is at least the $\tau$-fraction of its optimum. It can be seen as a special case of RRM when $k = 1$ and $d = 2$. But another difference between SMSC and RRM is that SMSC only considers a given trade-off between both objectives specified by $\tau \in (0, 1)$ instead of all possible trade-offs considered in RRM. The regret ratio minimization problem for linear ranking functions (Nanongkai et al. 2010; Peng and Wong 2014; Cao et al. 2017; Agarwal et al. 2017; Asudeh et al. 2017; Xie et al. 2018; Kumar and Sintos 2018; Storandt and Funke 2019; Wang et al. 2021a,b; Zheng et al. 2022) has been extensively studied in the literature. The algorithms for the linear setting cannot be directly applied to the submodular setting for two reasons. First, they require enumerating all Pareto optimal points for linear functions through the skyline operator (Börzsönyi, Kossmann, and Stocker 2001). But, as has been shown, such an enumeration is prohibitively expensive for submodular functions. Second, computing the optimal solution for any linear function is trivial by performing a linear scan over all items, whereas it is NP-hard for submodular functions.

**Preliminaries**

For a positive integer $n$, let $[n]$ denote the set of integers $\{1, 2, \ldots, n\}$. Let $V$ denote a finite ground set of size $n$, i.e., $V = [n]$. We study the set function $f : 2^V \rightarrow \mathbb{R}$ defined on the subsets of $V$. We assume that $f$ is nonnegative, i.e., $f(X) \geq 0$ for any $X \subseteq V$, and submodular, i.e., $f(X \cup \{v\}) - f(X) \geq f(Y \cup \{v\}) - f(Y)$ for any $X \subseteq Y \subseteq V$ and $v \in V \setminus Y$. In addition, $f$ is said to be monotone if $f(X) \leq f(Y)$ for any $X \subseteq Y \subseteq V$. We consider the problem of maximizing a submodular function $f$ subject to a specific constraint. Let $I \subseteq 2^V$ be the set of feasible solutions defined by a given constraint. For instance, the cardinality constraint $r \in \mathbb{Z}^+$ gives a feasible solution set $I = \{X \subseteq V : |X| \leq r\}$. Other typical choices of constraints for submodular maximization include the matroid (Călinescu et al. 2011), knapsack (Ène and Nguyen 2019; Tang et al. 2021), and p-system constraints (Fisher, Nemhauser, and Wolsey 1978). Formally, the submodular maximization problem asks for a set $X \in I$ that maximizes $f(X)$ among all sets in $I$, i.e., $X^* = \arg \max_{X \in I} f(X)$ and $\text{OPT} = \max_{X \in I} f(X)$. Note that the results in this work hold for (nonnegative) monotone and non-monotone submodular maximization problems under different constraints.

We define the regret ratio $r_{f,I}(X)$ of any $X \in I$ w.r.t. $f$ as the relative loss between $f(X)$ and the optimum $\text{OPT}$ for maximizing $f$ over $I$, i.e., $r_{f,I}(X) = 1 - \frac{f(X)}{\text{OPT}}$. Intuitively, $r_{f,I}(X) \in [0, 1]$ and $r_{f,I}(X) = 0$ if and only if $X = X^*$. The notion of regret ratio can be naturally generalized to a set $S \subseteq I$ of solutions as $r_{f,S}(X) = 1 - \frac{\max_{X \in S} f(X)}{\text{OPT}}$. Similarly, $r_{f,S}(X) = 0$ if and only if $X^* \in S$.

We focus on multi-objective submodular maximization: given $d$ submodular functions $f_1, f_2, \ldots, f_d : 2^V \rightarrow \mathbb{R}^+$ on the same feasible set $I$, we aim at finding the solutions to maximize all $d$ functions simultaneously. Since the objectives might contradict each other, instead of providing a single solution for optimizing all objectives, we turn to find a set of Pareto optimal solutions for different trade-offs among the $d$ objectives. Specifically, each particular trade-off is represented by a nonnegative linear combination of the $d$ functions, i.e., to maximize $f_w(X) = \sum_{i=1}^d w_i f_i(X)$ for a given
weight vector $\mathbf{w} = (w_1, \ldots, w_d) \in \mathbb{R}^d_+$. Note that $f_{\mathbf{w}}$ is still a nonnegative submodular function. Following the previous work (Qian, Yu, and Zhou 2015; Soma and Yoshida 2017; Feng and Qian 2021), we say $X$ is Pareto optimal if $X$ is optimal w.r.t. $f_{\mathbf{w}}(X)$ for any $\mathbf{w} \in \mathbb{R}^d_+$. We define the maximum regret ratio (MRR) $mrr_{f_1,\ldots,f_d,\mathcal{I}}(S)$ of a set $S \subseteq \mathcal{I}$ of feasible solutions w.r.t. $f_1, \ldots, f_d$ as follows:

$$mrr_{f_1,\ldots,f_d,\mathcal{I}}(S) = \max_{\mathbf{w} \in \mathbb{R}^d_+} rr_{f_1,\ldots,f_d,\mathcal{I}}(S). \tag{1}$$

Intuitively, the MRR measures to what degree $S$ can approximate all Pareto optimal solutions in the worst case. The Regret Ratio Minimization (RRM) problem in multi-objective submodular maximization (Soma and Yoshida 2017; Feng and Qian 2021) aims to find a set $S$ of at most $k$ feasible solutions such that the MRR of $S$ is minimized, which is formally defined as follows.

**Definition 1.** [Regret Ratio Minimization] Given $d$ nonnegative submodular functions $f_1, f_2, \ldots, f_d : 2^V \to \mathbb{R}^d_+$ and the set $\mathcal{I}$ of feasible sets, find a set $S \subseteq \mathcal{I}$ of size at most $k \in \mathbb{Z}^+$ to minimize $mrr_{f_1,\ldots,f_d,\mathcal{I}}(S)$, i.e.,

$$S^* = \arg \min_{S \subseteq \mathcal{I} : |S| \leq k} mrr_{f_1,\ldots,f_d,\mathcal{I}}(S).$$

For ease of representation, when the context is clear, the subscript $f_1, \ldots, f_d, \mathcal{I}$ will be omitted from the notation $mrr$. We denote the optimal MRR for RRM as $mrr^*_k$, i.e.,

$$mrr^*_k = \min_{S \subseteq \mathcal{I} : |S| \leq k} mrr(S).$$

Since the MRRs are scale-invariant (Nanongkai et al. 2010; Feng and Qian 2021), i.e., $rr_{f_1,\ldots,f_d,\mathcal{I}}(S) = rr_{f'_1,\ldots,f'_d,\mathcal{I}}(S)$ for any $t > 0$, the RRM problem in Definition 1 is equivalent to that when the weight vectors in Eq. (1) are restricted to unit vectors, i.e., $S^{d-1}_+ = \{ \mathbf{w} \in \mathbb{R}^d_+ : \|\mathbf{w}\| = 1 \}$. Note that we consider RRM for any positive integer $k \in \mathbb{Z}^+$ instead of only for $k \geq d$ in (Soma and Yoshida 2017; Feng and Qian 2021).

The HS-RRM Algorithm

In this section, we first propose a novel algorithm for Regret Ratio Minimization (RRM) called HS-RRM. Then, we provide a thorough theoretical analysis for HS-RRM.

**Algorithm Description**

The general idea of our HS-RRM algorithm is to transform the RRM problem into several instances of the HittingSet problem, which will subsequently be solved by existing algorithms. Specifically, a set system $\Sigma = (\mathcal{U}, \mathcal{C})$ consists of a universe $\mathcal{U}$ of elements and a collection $\mathcal{C}$ of subsets of $\mathcal{U}$. A set $H \subseteq \mathcal{U}$ is called a hitting set of $\Sigma$ if $H \cap C \neq \emptyset$ for any $C \in \mathcal{C}$. The HittingSet problem asks for a hitting set of the minimum size, which is NP-hard (Karp 1972) in general. The classic greedy algorithm (Feige 1998) is an $(1 + \ln |\mathcal{U}|)$-approximation algorithm for HittingSet and no polynomial-time algorithm can achieve an approximation factor of $(1 - o(1)) \ln |\mathcal{U}|$ unless $P = NP$. Nevertheless, in some special cases, HittingSet can be solved optimally in polynomial time.

Like the case for linear functions (Agarwal et al. 2017; Kumar and Sintos 2018; Wang et al. 2021a), the transformation from RRM to HittingSet is based on two important notions in computational geometry, namely $\delta$-net and $\epsilon$-kernel (Agarwal, Har-Peled, and Varadarajan 2004; Agarwal et al. 2017). For a parameter $\delta > 0$, a set $\mathcal{N} \subseteq \mathcal{S}^{d-1}_+$ is called a $\delta$-net of $\mathcal{S}^{d-1}_+$ if there is $\mathbf{w} \in \mathcal{N}$ such that $|\langle \mathbf{w}, \mathbf{v}\rangle| \geq \delta$ for any $\mathbf{v} \in \mathcal{S}^{d-1}_+$. A $\delta$-net of size $O(\delta^{-d+1})$ can be computed by drawing a uniform grid on $\mathcal{S}^{d-1}_+$ (Agarwal, Har-Peled, and Varadarajan 2004). Intuitively, a (discrete) $\delta$-net $\mathcal{N}$ can approximate (continuous) $\mathcal{S}^{d-1}_+$ such that RRM is reduced to a finite number of vectors within bounded errors. Moreover, given a set $P \subseteq \mathbb{R}^d_+$ of vectors, an $\epsilon$-kernel ($\mathcal{A}$, Har-Peled, and Varadarajan 2004) is a subset $Q \subseteq P$ such that $\max_{\mathbf{w} \in \mathcal{Q}} |\langle \mathbf{w}, \mathbf{v}\rangle| \geq (1 - \epsilon) \max_{\mathbf{w} \in P} |\langle \mathbf{w}, \mathbf{v}\rangle|$ for any $\mathbf{w} \in \mathbb{R}^d_+$. An $\epsilon$-kernel of size $O(\epsilon^{-d+1})$ can be computed by first generating a $\delta$-net $\mathcal{N}$, where $\delta = \Omega(\sqrt{\epsilon})$, then scaling $P$ and $\mathcal{N}$ properly, and obtaining the nearest neighbors of all $\mathbf{w} \in \mathcal{N}$ from $P$. The goal of $\epsilon$-kernels is to approximate the maximum (i.e., the function values in RRM) w.r.t. all possible weight vectors within bounded errors, which coincides with the notion of MRR as shown in (Agarwal et al. 2017; Cao et al. 2017; Kumar and Sintos 2018; Xie et al. 2018).

Next, we present our HS-RRM algorithm in Algorithm 1. First, an $\alpha$-approximate solution $X_1$ is computed to maximize each $f_j$ over $\mathcal{I}$ using any $\alpha$-approximate oracle $\mathcal{A}$ for single-objective submodular maximization where $\alpha \in (0, 1]$. For example, when $\mathcal{I}$ is defined by a cardinality constraint, there are oracles with approximation factors $\alpha = 1 - \frac{\lambda}{d}$ and $\alpha = \frac{1}{\epsilon}$ for maximizing monotone and non-monotone submodular objective functions (Krause and Golovin 2014). A function $f'_{\mathbf{w}}(X) = \sum_{i=1}^d w_i f_i(X)$ w.r.t. each $\mathbf{w}$ is defined by rescaling the value of each $f_j$ by $f_j(X_1)$. We will soon show that the MRR of any $S \subseteq \mathcal{I}$ is not changed by rescaling in our theoretical analysis. We then draw an $\mathcal{N}_\epsilon$-net $\mathcal{N}$, where $\lambda \in (0, 1)$ is an error parameter. The $d$ basis vectors $B = \{b_1, \ldots, b_d\}$, where $b_i$ is the vector with $b_i = 1$ and $b_j = 0$ for any $j \neq i$, are also added to $\mathcal{N}$. For each vector $\mathbf{w} \in \mathcal{N}$, we call $\mathcal{A}$ to get an $\alpha$-approximate solution $X'_w$ to maximize $f'_{\mathbf{w}}$ over $\mathcal{I}$. Then, we compute a “base” set $S_1$ using $\epsilon$-kernels: we draw $k$ uniform vectors from the nonnegative orthant of the sphere $\mathcal{S}^{d-1}_R$ of radius $R = \frac{1 + \sqrt{d}}{\epsilon}$ as a $\delta^*$-net $\mathcal{N}'$ and obtain $S_1$ by adding the nearest neighbor of each vector $\mathbf{v} \in \mathcal{N}'$ from $\mathcal{N}' = \{X'_w : w \in \mathcal{N}'\}$.

Then, we perform an iterative procedure for computation via the transformation from RRM to HittingSet. The upper and lower bounds $\tau_h, \tau_l$ of the threshold $\tau$ are initialized to 1 and 0, respectively. Moreover, $S_2$ keeps the set with the smallest MRR found in the iterative procedure so far and is initialized as $\emptyset$. At each iteration, we first compute the threshold $\tau$ as $\frac{\tau_h + \tau_l}{2}$. We then build a set system $\Sigma$ based on the $\alpha$-approximate solutions for the vectors in $\mathcal{N}'$. Specifically, the universe $\mathcal{U}$ is equal to $\mathcal{N}'$ and the set collection $\mathcal{C}$ consists of the sets for all vectors in $\mathcal{N}'$ with respect to the threshold $\tau$. Each set $C_{\tau}(\mathbf{v})$ for $\mathbf{v} \in \mathcal{N}'$ contains each $\mathbf{w} \in \mathcal{N}$ such that $f'_w(X'_w)$ is at least $\tau$-fraction of $f'_w(X'_w)$. After that, any algorithm for HittingSet can be used to
Algorithm 1: HS-RRM

**Input:** Submodular set functions \( f_1, \ldots, f_d : 2^V \rightarrow \mathbb{R}^+ \); feasible solution set \( \mathcal{T} \subset 2^V \); integer \( k \in \mathbb{Z}^+ \)

**Parameter:** Error term \( \lambda \in (0, 1) \); \( \alpha \)-approximate oracle \( \mathcal{A} \) for maximizing any submodular function \( f \) over \( \mathcal{T} \)

**Output:** Set \( S \subseteq \mathcal{T} \) s.t. \( |S| \leq k \)

1: for \( i = 1, \ldots, d \) do
2: Run \( \mathcal{A} \) to get an \( \alpha \)-approximate \( X_i \in \mathcal{T} \) w.r.t. \( f_i \).
3: end for
4: Define a function \( f'_w(X) = \sum_{i=1}^d w_i f_i(X) \).
5: Compute an \( \frac{\alpha}{\lambda k} \)-net \( \mathcal{N} \) of \( \mathbb{S}^{d-1}_w \).
6: Add the \( d \) basis vectors \( B = \{b_1, \ldots, b_d\} \) to \( \mathcal{N} \).
7: for all \( w \in \mathcal{N} \) do
8: Run \( \mathcal{A} \) to get an \( \alpha \)-approximate \( X'_w \in \mathcal{T} \) w.r.t. \( f'_w \).
9: end for
10: Draw \( k \) uniform vectors from the nonnegative orthant of \( \mathbb{S}^{d-1}_R \) of radius \( R = \frac{\lambda k + 2}{\lambda} \) as \( \mathcal{N}' \) and initialize \( S_1 \leftarrow \emptyset \).
11: for all \( v \in \mathcal{N}' \) do
12: \( X^* \leftarrow \arg \min_{X \in \{X'_w : w \in \mathcal{N}\}} \sum_{i=1}^d (v_i - f'_i(X)) \).
13: \( S_1 \leftarrow S_1 \cup \{X^*\} \).
14: end for
15: Initialize \( \tau_0 \leftarrow 1, \tau_1 \leftarrow 0, \) and \( S_2 \leftarrow \emptyset \).
16: while \( \tau_0 - \tau_1 \geq \lambda \) do
17: \( \tau \leftarrow (\tau_0 + \tau_1)/2 \).
18: for all \( v \in \mathcal{N} \) do
19: \( C_v \leftarrow \{w \in \mathcal{N} : f'_w(X'_w \cup \{v\}) \geq \tau \cdot f'_w(X'_w)\} \).
20: end for
21: \( H \leftarrow \text{HITTINGSET}(\mathcal{N}, C_v), \) \( S \leftarrow \{X'_w : w \in H\} \).
22: if \( |S| \leq k \) then
23: \( S_2 \leftarrow S \) if \( \text{mrr}(S_2) < \text{mrr}(S) \) and \( \tau_1 \leftarrow \tau \).
24: else
25: \( \tau_0 \leftarrow \tau \).
26: end if
27: end while
28: end if
29: return \( \arg \min_{S \in \{S_1, S_2\}} \text{mrr}(S) \)

Given the result of Lemma 1, all our subsequent analyses will be based on \( f' \) instead of \( f \). Next, we provide an analysis of the error bound for approximating the MRR with a \( \delta \)-net \( \mathcal{N} \) in Lemma 2.

**Lemma 1.** Suppose that \( \text{mrr}(S) = \max_{w \in \mathbb{R}^d} \text{rr}_{f_w, \mathcal{T}}(S) \) and \( \text{mrr}'(S) = \max_{w \in \mathbb{R}^d} \text{rr}_{f'_w, \mathcal{T}}(S) \). For any \( S \subseteq \mathcal{T} \), it holds that \( \text{mrr}(S) = \text{mrr}'(S) \).

**Proof.** For any vector \( w = (w_1, \ldots, w_d) \in \mathbb{R}^d \), we can find a vector \( w' = (w_1 f_1(X_1), \ldots, w_d f_d(X_d)) \in \mathbb{R}^d \) such that \( \text{rr}_{w, \mathcal{T}}(S) \) on \( f_w \) and vice versa, because \( f_i(X_i) > 0 \) for any \( i \in [d] \). In this way, we can establish a one-to-one mapping between \( w \) and \( w' \) via an affine transformation \( T : \mathbb{R}^d_+ \rightarrow \mathbb{R}^d_+ \), where \( w' = T(w) = w \cdot f \) and \( f = (f_1(X_1), \ldots, f_d(X_d)) \).

For the vector \( w' \in \mathbb{R}^d_+ \) with the maximum \( \text{rr}_{f'_w, \mathcal{T}}(S) \), \( T(w') \in \mathbb{R}^d_+ \) also achieves the same (maximum) \( \text{rr}_{f'_w, \mathcal{T}}(S) \) and naturally \( \text{mrr}(S) = \text{mrr}'(S) \).

**Theoretical Analysis**

Next, we will analyze our proposed HS-RRM algorithm theoretically. First, we show that the maximum regret ratio of any \( S \subseteq \mathcal{T} \) defined on \( f_w \) and \( f'_w \) is identical in Lemma 1.

**Lemma 2.** Suppose that an \( \alpha \)-approximate oracle \( \mathcal{A} \) is used in HS-RRM. For a set \( \mathcal{N} \subseteq \mathcal{B} \subset \mathbb{S}^{d-1}_w \) and a set \( S \subseteq \mathcal{T} \) of feasible solutions, if \( \max_{X \in S} f'_w(X) \geq \tau \cdot f'_w(X'_w) \) for any vector \( w \in \mathcal{N} \), then \( \text{mrr}(S) \leq 1 - \alpha \tau + \frac{2 \delta}{\alpha} \).

**Proof.** For any \( X \in \mathcal{T} \), its values on the normalized functions \( f'_w(X) = \frac{f'_w(X)}{f'_w(X'_w)} \) are denoted as a vector \( f'(X) = (f'_w(X), \ldots, f'_w(X'_w)) \). Thus, \( f'_w(X) = \langle w, f'(X) \rangle \). Then, due to the Cauchy-Schwarz inequality,

\[
|f'_w(X) - f'_w(X')| = |\langle w, f'(X) \rangle - \langle w, f'(X') \rangle| \\
\leq \|w - v\| \cdot \|f'(X')\|.
\]

Since \( \langle v, w \rangle \geq \cos(\delta) \), we have \( \|w - v\| = \sqrt{2 - 2\langle v, w \rangle} \leq \sqrt{2 - 2\cos(\delta)} \leq \delta \) based on the properties of trigonometric functions. In addition, we have \( \|f'(X')\| \leq \frac{\sqrt{d}}{\alpha} \), thus, it holds that

\[
|f'_w(X) - f'_w(X')| \leq \frac{\sqrt{d}}{\alpha}. \tag{2}
\]

Let \( X'_w = \arg \max_{X \in \mathcal{T}} f'_w(X) \) for any \( v \in \mathbb{S}^{d-1}_w \) and \( X'_w = \arg \max_{X \in \mathcal{T}} f'_w(X) \) for \( w \in \mathcal{N} \) such that \( \langle v, w \rangle \geq \cos(\delta) \). We first consider the case of basis vectors \( b_i \in \mathcal{B} \). Since there exists \( X \in \mathcal{T} \) such that \( f'_b(X_i) \geq \alpha \tau f'_b(X_i) \), the regret ratio of \( S \) w.r.t. \( b_i \) is at most \( 1 - \alpha \tau \). For the remaining vectors \( v \in \mathbb{S}^{d-1}_w \), we consider two cases.
where the first and fourth inequalities are obtained from Eq. (2), the second inequality holds from the condition that 
\( f'_u(X^*_w) \geq \alpha \tau f'_u(X'_w) - \frac{\delta \sqrt{d}}{\alpha} \geq \alpha \tau f'_u(X'_w) - \frac{\delta \sqrt{d}}{\alpha} \). 
By combining all above results, we have \( \text{mrr}(S) \leq 1 - \alpha \tau + \frac{2kd}{\alpha} \). □

Next, we give the approximation factor of the output \( S \) of HS-RRM based on Lemma 2 in Theorem 1.

**Theorem 1.** The maximum regret ratio \( \text{mrr}(S) \) of the output \( S \) of HS-RRM is at most \( 1 - \alpha^2 + \alpha^2 \text{mrr}^*_S + O(\lambda) \), where \( \text{mrr}^*_S \) is the optimal MRR of any size-\( k \)-set of Pareto optimal solutions, when an exact solver is used for HITTINGSET and \( 1 - \alpha^2 + \alpha^2 \text{mrr}^*_S \) is optimally solved. When \( \alpha \) is smaller, its approximation factor decreases quadratically with \( \alpha \). When only approximate solutions for HITTINGSET are available, HS-RRM still has a bicriteria approximation for the optimal MRR \( \text{mrr}^*_S \) of a smaller result size \( k' < k \).

Next, we provide an upper bound of the MRR of the output \( S \) of HS-RRM in Theorem 2.

**Theorem 2.** The maximum regret ratio \( \text{mrr}(S) \) of the output \( S \) in Algorithm 1 is at most \( 1 - \alpha^2 + O(\sqrt{k}/\alpha) \) for any fixed dimensionality \( d \), where \( k' = O(k^{d/2}) \), when an \( \alpha \)-approximate solver is used for HITTINGSET.

**Proof.** Since \( \delta = \frac{\lambda \alpha}{\sqrt{d}} \) in Algorithm 1, we have \( \text{mrr}(S_2) \leq 1 - \alpha^2 \lambda + \lambda \) from Lemma 2, where \( \lambda \) is the value of \( \tau_1 \) after the iterative procedure. Let \( \tau'_1 \) be the value of \( \tau_1 \) after the iterative procedure. Obviously, \( \tau'_1 \leq \tau_1 \lambda + \lambda \). When an exact solver is used for HITTINGSET, we can say that the set system constructed w.r.t. \( \tau'_1 \) does not have any hitting set of size at most \( k \). Or equivalently, for \( S \subseteq S \), let \( S = \{ X'_w : w \in N \} \) and \( X'_w \) is the vertex of \( X'_w \) such that \( X'_w \leq \text{max}_x \in S f'_u(X'_w) \leq \tau'_1 f'_u(X'_w) \). For any \( v \in S_{d-1}^+ \), there exists \( w \in N \) such that \( f'_u(X^*_w) \leq f'_u(X^*_w) + \frac{\delta \sqrt{d}}{\alpha} \) as indicated in Eq. (2) and the fact that \( X'_w \) is \( \alpha \)-approximate. By mapping each \( X'_w \) to the corresponding \( X'_w \) in \( S \), we find that \( \text{mrr}(S_2) \leq (1 - \alpha^2)(1 - \alpha^2) \) for some \( w \in N \), which implies that \( \text{mrr}^*_S \leq 1 - \frac{\alpha^2}{\alpha} \). Thus, we have \( \text{mrr}(S_2) \leq 1 - \alpha^2 + \alpha^2 \text{mrr}^*_S + O(\lambda) \) where \( \lambda = O(\lambda) \) can be arbitrarily small when the value of \( \lambda \) is close to 0. Therefore, we conclude that \( \text{mrr}(S_2) \leq 1 - \alpha^2 + \alpha^2 \text{mrr}^*_S + O(\lambda) \).
By constructing an instance of the RRM problem, we give a lower bound on the MRR of any size-$k$ set of feasible solutions in Theorem 3.

**Theorem 3.** For any $d, k \in \mathbb{Z}^+$, there exists an instance of the RRM problem such that any size-$k$ set $S \subseteq \mathcal{I}$ has a maximum regret ratio $\Omega(k^{-\frac{d}{d-1}})$.

**Proof.** We construct such an RRM instance by generalizing (Nanongkai et al. 2012, Theorem 8) and (Soma and Yoshida 2017, Theorem 11). Let the ground set $V$ be a $d$-net $N$ of $S^d_{d-1}$. Then, the $d$ objective functions are defined as $f_i(S) = \max_{v \in S} v_i$, for all $i \in [d]$ and $S \subseteq V$. Obviously, $f_1 : 2^V \to \mathbb{R}^+$ is a nonnegative, monotone, and submodular function. Next, the set of feasible solutions is defined by a cardinality constraint $r = 1$, i.e., $\mathcal{I} = \{S \subseteq V : |S| = 1\}$. Since $V$ is a $d$-net, for any $w \in S^d_{d-1}$, there exists $v \in V$ such that $f_w(v) = \langle v, w \rangle \geq \cos(\delta)$. To find a set $S$ of feasible solutions with $\text{mrr}(S) \leq \epsilon$, we should guarantee that $\max_{X \subseteq S} f_w(X) \geq (1 - \epsilon) \cos(\delta)$ for any $w \in S^d_{d-1}$. To ensure $(v, w) \geq (1 - \epsilon) \cos(\delta)$, we require that

$$|v - w| \leq \sqrt{2 - 2(1 - \epsilon) \cos(\delta)} \leq \sqrt{2 - 2 \cos(\delta) + 2\epsilon}$$

This implies that it should find a set $S$ such that there exists $v \in S$ with $|v - w| \leq \sqrt{2 - 2 \cos(\delta) + 2\epsilon}$ for every $w \in S^d_{d-1}$ to guarantee $\text{mrr}(S) \leq \epsilon$. Note that the area of $S^d_{d-1}$ is $\frac{C_d}{\sin(\delta)}$, where $C_d$ is a constant depending only on $d$. We hope to find a set of hyperspheres of radius $R = \sqrt{2 - 2 \cos(\delta) + 2\epsilon}$ to cover $S^d_{d-1}$ so that $\text{mrr}(S) \leq \epsilon$. Since the area each hypersphere can cover is at most $dC_dR^{d-1}$, the number of hyperspheres needed is at least

$$|S| \geq \frac{dC_d R^d}{dC_d R^{d-1}} = \frac{1}{2} \left(\frac{1}{2R}\right)^{d-1}.$$

Suppose that $\delta \ll \epsilon$. When $|S| \leq k$, $\epsilon = \Omega(k^{-\frac{d}{d-1}})$. For the RRM instance as constructed above, the MRR of any size-$k$ set of feasible solutions is $\Omega(k^{-\frac{d}{d-1}})$. \hfill \Box

By combining the results of Theorems 2 and 3, we conclude that HS-RRM is nearly asymptotically optimal for RRM on any fixed dimensionality $d = O(1)$, where the gap lies in the approximation factor $\alpha$ for submodular maximization, which cannot be bridged unless $P \neq NP$.

Finally, we analyze the complexity of the HS-RRM algorithm. We assume that the time complexity of calling the oracle $A$ is $t(A)$. To the best of our knowledge, we have $t(A) = O(n)$, where $n = |V|$, for almost all approximate oracles. We also consider $d = O(1)$ and $\alpha^{-1} = O(1)$. The time complexity of computing the $\delta$-net is $O(|\mathcal{I}|^{\frac{1}{\delta}})$ (denoted as $t(\mathcal{N})$ for short). Thus, the time to compute $X_w$ for each $w \in \mathcal{N}$ is $O(t(A)t(\mathcal{N}))$. Then, the time for computing the $\epsilon'$-kernel and $S_1 = O(kt(\mathcal{N}))$ when a trivial linear scan is used for nearest neighbor search. The while loop has at most $O(\log(k^\frac{1}{\epsilon'}))$ iterations. At each iteration, the time to build the set system is $O(t^2(\mathcal{N}))$. When the greedy algorithm is used for HITTINGSET, the time complexity is $O(kt^2(\mathcal{N}))$. To sum them up, the overall time complexity of HS-RRM is $O(t(A)t(\mathcal{N}) + k \log(k^\frac{1}{\epsilon'}))$.

**Experiments**

In this section, we experimentally compare HS-RRM with four existing algorithms for RRM: COORDINATE and POLYTOPE in (Soma and Yoshida 2017), and RRMS and RRMS* in (Feng and Qian 2021). We performed the experiments on multi-objective weighted maximum coverage and data summarization problems. Our experiments were conducted on a server with an Intel® Xeon® W-2123 3.60GHz processor and 32GB memory running Ubuntu 18.04. All the algorithms were implemented in Python 3. We adapted the implementation of the four existing algorithms by Feng and Qian (2021). Our code and data are publicly available at https://github.com/yhwang1990/code-rrm-release. Note that computing the maximum regret ratio (MRR) of a set $S$ for RRM exactly is infeasible since the number of weight vectors to consider is infinite and submodular maximization is NP-hard. Therefore, we estimate a lower bound of $\text{mrr}(S)$ by sampling a validation set of 1,000 functions from $S^d_{d-1}$ and computing the maximum of regret ratios of $S$ found among the validation set.

**Multi-Objective Weighted Maximum Coverage**

Given a universe $U$ of elements, where each element $u \in U$ has a weight $w(u) \geq 0$, and a collection $V = \{S_1, \ldots, S_n\}$ of subsets of $U$, the weighted maximum coverage (WMC) problem aims to find a subset $X$ of size at most $r$ from $V$ such that the sum of the weights of elements covered by $X$ is maximized, i.e., $\max_{X \subseteq V : |X| \leq r} \sum_{u \in \bigcup_{S \in X} S} w(u)$. The objective function of WMC is nonnegative, monotone, and submodular. It is well known that WMC is an NP-hard problem (Karp 1972). In the multi-objective WMC, each element $u \in U$ is associated with a $d$-dimensional weight vector $w(u) = (w_1(u), \ldots, w_d(u))$, and each objective function $f_i(X)$ is defined as $\sum_{u \in \bigcup_{S \in X} S} u_i(u)$ accordingly. The greedy algorithm (Nemhauser, Wolsey, and Fisher 1978) with an approximation factor $\alpha = 1 - \frac{1}{d}$ is used as the oracle for WMC in all algorithms.

We use a real-world dataset email-Eu-core from SNAP1, which is a directed graph with 1,004 vertices and 25,571 edges, for our experiments. We set $U$ as the set of all vertices and build a set $S$ for each vertex that contains itself and its (out)neighbors. The weight vector of a vertex is an indicator of which community it belongs to among $d$ communities returned by the asynchronous fluid algorithm (Parés et al. 2017). The feasible solution set $I$ is defined by a cardinality constraint $r = 10$. Since HS-RRM, RRMS, and RRMS* are randomized algorithms for $d > 2$, we run each of them ten times independently and report the average and standard deviation of the estimated MRRs. The estimated MRRs of any algorithms are compared with varying the size of the solutions $k$ when the number of objective functions $d = 2, 5$ and varying $d$ when $k = 10, 25$ are shown in the first row of Fig. 1. Note that COORDINATE always outputs a set of $k = d$ solutions. Thus, its MRR is not changed w.r.t. $k$. We observe that HS-RRM outperforms all other algorithms in estimated MRRs for different values of $k$’s and $d$’s. This verifies the

---

1http://snap.stanford.edu/data/#email
theoretical result that HS-RRM has the lowest worst-case MRR among all known algorithms. In addition, HS-RRM is the only algorithm that provides a valid set of solutions when $k < d$ (e.g., $k = 1$ in Fig. 1). Finally, we also find that the MRR of each algorithm decreases with $k$ and increases with $d$. This is as expected from Theorem 2 and the intuitions that the MRR is reduced by adding more solutions to $S$ and RRMS is harder for higher dimensionality. But this trend is not strictly followed due to the error in MRR estimation and the randomness in weight vector sampling.

Multi-Objective Data Summarization

Let $V$ be a ground set of $n$ items. The goal of data summarization is to select a subset $X$ of representative items from $V$. Following several existing studies (Lin and Bilmes 2011; Mirzasoleiman, Badanidiyuru, and Karbasi 2016; Soma and Yoshida 2017) on summarization problems, we consider two possibly conflicting measures of representativeness, namely coverage and diversity. Specifically, a set $X$ of items is regarded as achieving high coverage if, for any item $v_i \in V$, the items in $X$ are highly similar to $v_i$. Moreover, the diversity of $X$ is measured by the dissimilarities between items within $X$. Here, we consider that $V$ consists of a set of movies, each of which is represented as a vector acquired from user rating data by any low-rank matrix factorization method (Koren, Bell, and Volinsky 2009). The similarity $s_{ij}$ of two movies $v_i$ and $v_j$ is computed as the cosine similarity $\cos(v_i, v_j)$ of their representing vectors. Formally, we adopt the objective function in (Mirzasoleiman, Badanidiyuru, and Karbasi 2016) for summarization as follows:

$$f(X) = \sum_{v_i \in V} \sum_{v_j \in X} s_{ij} - \sum_{v_i \in X} \sum_{v_j \in X} s_{ij}.$$ 

It is known that $f(X)$ is nonnegative, submodular, but non-monotone. We extend the summarization problem to be multi-objective by dividing $V$ into $d$ subsets $V_1, \ldots, V_d$ and defining an objective function $f_i$ on each $V_i$ instead of $V$. The random greedy algorithm (Buchbinder et al. 2014) with an approximation factor $\alpha = \frac{1}{e}$ is used as the oracle in all algorithms.

In our experiments, we use the MovieLens dataset\footnote{https://grouplens.org/datasets/movielens/} that contains 100,000 ratings from 943 users on 1,682 movies. We set the dimensionality of user and movie vectors to 25. We run the $k$-means clustering (Lloyd 1982; Arthur and Vassilvitskii 2007) to partition the movies into $d$ subsets. Like WMC, the feasible solution set $I$ is defined by $r = 10$, and each algorithm runs ten times independently. The estimated MRRs of five algorithms with varying the size of the solutions $k$ when the number of objective functions $d = 2, 5$ and varying $d$ when $k = 10, 25$ are shown in the second row of Fig. 1. Similar to the results of multi-objective WMC, we also observe that HS-RRM outperforms all other algorithms in terms of estimated MRRs in most cases, which further confirms its theoretical advantage. In a few cases (e.g., $k$ ranges from 8 to 10 when $d = 2$), the MRRs of the output of HS-RRM are slightly higher than those of POLYTOPE and RRMS. This is because we set $\lambda = 10^{-3}$ for HS-RRM when $d = 2$. Consequently, it only adds random solutions to $S$ when the estimated MRR has reached $10^{-3}$. A feasible approach to solving this problem is to use a smaller value of $\lambda$. Nevertheless, HS-RRM shows more apparent advantages over all other algorithms than those for WMC in most cases.

Conclusion

In this paper, we investigated the regret ratio minimization (RRM) problem in multi-objective submodular maximization. We proposed an improved algorithm called HS-RRM that not only achieved tighter theoretical bounds but also demonstrated significantly better empirical performance in real-world applications than existing algorithms. Especially, we proved that HS-RRM was a nearly asymptotically optimal algorithm for RRM on any fixed $d$. An interesting future work is to generalize the RRM problem to weakly or non-submodular objective functions.
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