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**Abstract**

This paper proposes AlphaRoute, an AlphaGo inspired algorithm for coordinating large-scale routes, built upon graph attention reinforcement learning and Monte Carlo Tree Search (MCTS). We first partition the road network into regions and model large-scale coordinated route planning as a Markov game, where each partitioned region is treated as a player instead of each driver. Then, AlphaRoute applies a bilevel optimization framework, consisting of several region planners and a global planner, where the region planner coordinates the route choices for vehicles located in the region and generates several strategies, and the global planner evaluates the combination of strategies. AlphaRoute is built on graph attention network for evaluating each state and MCTS algorithm for dynamically visiting and simulating the future state for narrowing down the search space. AlphaRoute is capable of 1) bridging user fairness and system efficiency, 2) achieving higher search efficiency by alleviating the curse of dimensionality problems, and 3) making an effective and informed route planning by simulating over the future to capture traffic dynamics. Comprehensive experiments are conducted on two real-world road networks as compared with several baselines to evaluate the performance, and results show that AlphaRoute achieves the lowest travel time, and is efficient and effective for coordinating large-scale routes and alleviating the traffic congestion problem. The code will be publicly available.

**Introduction**

With the emerging trend towards urbanization and the rapid development of urban transportation, traffic congestion is becoming a serious and one of the most urgent and vexing problems in metropolitan areas (Liang et al. 2022; Luo et al. 2022c; Zhang et al. 2022). Travelers complain about traffic congestion because it adds to their travel times a delay that can be used for other activities. For society and the environment, traffic congestion means more energy and money consumption, and increased greenhouse gas emission and air pollution (Zhou et al. 2017). Taking Beijing as an example, the average daily congestion duration in 2017 was 2.6 hours, while it was only 0.9 hours in 2009. The estimated direct or indirect economic losses caused by traffic jams to American car owners reach 300 billion, with an average of 1400 per driver. How to reduce traffic congestion is the main problem faced by the governments in many countries (Luo et al. 2022b).

Recent years have witnessed significant attention being attracted to traffic congestion, from both academia and industry (Dai et al. 2022). Municipalities continually invest in road infrastructure construction and maintenance to increase supply, although controversies on whether more roads alleviate congestion persist, i.e., Braess’s Paradox (Frank 1981), which shows that adding capacity to a network can sometimes actually slow down the traffic (Colak, Lima, and González 2016). Other efforts to reduce congestion aim to decrease driving demand by promoting alternative travel modes (Zhou et al. 2021), high occupancy driving lanes, carpooling (Gollapudi, Kollias, and Panigrahi 2019), congestion pricing (Chen et al. 2020), etc. However, these methods would bring about inconvenience to drivers and travelers.

Recently, drivers are increasingly leveraging real-time information through GPS devices and online routing tools (e.g., Google maps) to move faster using vehicular networks (Luo et al. 2022a, 2018, 2021). This trend offers a new tool to guide drivers to make choices for the benefit of the city, thus creating a more optimal traffic configuration (Su et al. 2022). Consequently, coordinated route planning (CRP) stands out as a promising and popular way to overcome the traffic congestion problem, i.e. considering the whole system welfare and assigning routes to users in such a way that the congestion problem is solved or, at least, kept at a minimum level (Morandi 2021).

**Related Works and Challenges**

However, coordinating large-scale routes is challenging due to the following challenges.

1. **A huge gap between the user equilibrium and the system optimum.** The well-known Wardropian principles, i.e., the user equilibrium (UE) and the system optimum (SO), are fundamental objectives for CRP (Zhang, Liu, and Waller 2019). UE guarantees fairness among users, in which each user chooses the most convenient path selfishly. When UE is reached, all users sharing the same origin and destination will experience the same travel time. SO involves overall efficiency, which is a system-wide
traffic assignment that minimizes the total travel time. However, UE is fair but the total travel time is not minimized, and SO is the most efficient assignment while being unstable since it is unfair, resulting in users’ non-compliance to the assigned routes (Klein, Levy, and Ben-Elia 2018). The gap between UE and SO is also known as “price of anarchy”, which has been theoretically investigated by (Belov et al. 2021; Colini-Baldeschi et al. 2020; Correa, Cristi, and Oosterwijk 2021). However, how to reduce this gap in a practical and large-scale CRP is still missing.

2. Complexity in coordinating massive routes. The CRP problem has high computation complexity. Assume that $n$ drivers are planning their routes at the same time, and each trip may have $k$ potential routes to connect the source and destination, there exist $k^n$ matching possibilities. Instead of direct search, pruning techniques are widely applied to reduce search space. Li et al. (Li, Chen, and Shang 2021) applied depth-first search with a pruning technique to enable early termination of the search. Chen et al. (Chen et al. 2020) developed an efficient and effective approximate matching algorithm based on local search, as well as pruning techniques to further enhance the matching efficiency. However, these approaches directly consider all possible routes for each driver and the complexity is still unsatisfactory since there exist hundreds of thousands of drivers in a city.

3. Dynamic impact on the successive traffic situation. Transportation traffic experiences spatio-temporal dynamics. In the spatial perspective, congestion at roads inside the city center or an area having popular venues like a stadium or hospital can cause ripples throughout large-scale transportation networks. In the temporal perspective, the congestion across different timestamps is changing and evolving. Consequently, current good traffic assignments would get worse in successive traffic situations. To handle this problem, Ma et al. (Ma et al. 2015) exploited a deep learning model for predicting traffic congestion evolution. Anwar et al. (Anwar et al. 2018) applied a two-layer approach to capture the evolution by incrementally updating the partitions in an efficient manner, where each partition has a homogeneous level of congestion. These methods exploit historical patterns for modeling and predicting congestion, which is statistical average rather than real-time optimizing.

Our Contributions

Inspired by AlphaGo (Silver et al. 2016), we propose AlphaRoute to coordinate the large-scale route planning, efficiently addressing the above challenges. We first partition the road networks into $M$ regions and further propose a bilevel optimization framework, consisting of $M$ region planners and a global planner. The region planner considers user equilibrium, and coordinates the route choices for vehicles within the region. The global planner is built on value function that adopts graph attention networks for evaluating each state (a combination of strategies) and Monte Carlo Tree Search (MCTS) (Fu, Qiu, and Zha 2021), which can dynamical search the state space and simulate the future traffic for sufficient long steps. AlphaRoute is capable of achieving the following targets:

1. Bridging the user equilibrium and system optimum. AlphaRoute exploits the region planner to make coordinated traffic assignments in each region, which can reach user equilibrium. Then, a global planner can evaluate the combinations of strategies obtained by the regions, thus optimizing the total travel time. Consequently, AlphaRoute considers the whole system welfare, where the congestion problem is solved or, at least, kept at a minimum level, as well as individual fairness, where the users are willing to comply with the system’s routing advice.

2. Alleviating the curse of dimensionality. Traditional methods based on the Markov game treat each driver as a player, and each player has an exponential number of paths from the source to destination. Therefore, it suffers from the curse of dimensionality, i.e., explosions in state and action spaces, making it challenging for practical application. To settle down this problem, AlphaRoute reformulates CRP as a modified Markov game, which significantly reduces the state-action space since each region planner is treated as a player. A region planner generates several strategies under different assignment objectives, where each strategy is a user equilibrium. All generated strategies form the action space for that region. Consequently, the action and state space are significantly decreased, alleviating the curse of dimensionality problem.

3. Simulation over the future to capture traffic dynamics. Instead of depending on the current traffic situation to coordinate route planning, AlphaRoute can simulate and evaluate the future traffic for sufficient long steps, and apply the simulation results of several steps to make an informed and effective decision. During the simulation over future states, AlphaRoute exploits graph attention reinforcement learning and MCTS algorithm to dynamically evaluate states for narrowing down the search space.

To evaluate the performance of AlphaRoute, comprehensive experiments are conducted on two real-world road networks. Compared with several baselines, AlphaRoute achieves the best performance in terms of travel time and...
timings. Furthermore, ablation studies are conducted to evaluate the performance of value function and Monte Carlo tree search.

Overview

Road networks. A road network can be described as a connected and directed graph $G = (V, E)$, where the vertex set $V$ means road intersections, and edge set $E$ represents road segments. Each edge $e = v_i \rightarrow v_j \in E$ connects two road intersections $v_i$ and $v_j$, where $v_i, v_j \in V$.

Markov game. On top of the road networks $G$, a set of drivers $N$ is supposed to make cooperative and coordinated route planning, where each driver $i \in N$ makes a choice of route $p_i$ with origin location $o_i$ to destination $d_i$. We model such problem as a Markov game, denoted as a tuple $\langle S, N, \{P^1, \cdots, P^N\}, F, \{q^1, \cdots, q^N\}\rangle$, where $N = |N|$. The state space $S$ counts the road network, and status of all drivers; the joint action space $\{P^1, \cdots, P^N\}$ represents the available actions for drivers at a state $s \in S$; the state transition probability function $F$ pushes current state $s_t$ to a new state $s_{t+1}$ after a joint action $\{p_1, \cdots, p_N \in P^N\}$ is taken; the reward $q_i^t$ is negatively correlated to the travel time for driver $i \in N$ at the end of the game (time slot $T$) and if the game is not terminated. The large-scale routing planning is supposed to bridge the user equilibrium and system optimum, which are introduced as follows.

- **User equilibrium**: each driver $i \in N$ behaves competitively in minimizing its own travel time, which is also known as fairness.
- **System optimum**: the total travel time of all drivers is at a minimum, which requires all users to behave cooperatively in choosing their routes to ensure the most efficient use of the transportation system, which is also known as efficiency.

The above Markov game models each driver as a player, and has been widely adopted in coordinated traffic assignment (Shou and Di 2020; Li, Zheng, and Yang 2019; Yu, Yu, and Gu 2019; Rahili et al. 2018; Koh et al. 2020; Zhao et al. 2021; Delarue, Anderson, and Tjandraatmadja 2020; Sun et al. 2019; Shou and Di 2020; Wang et al. 2020; Kang et al. 2021). However, it is computationally intensive and faces the curse of dimensionality problems: explosions in state and action spaces and high stochasticity i.e., a large number of possible next states for a given state-action pair. Therefore, it is difficult to obtain a scalable and efficient solution, not to mention bridging the user equilibrium and system optimum. To this end, we partition the road network into several regions and each region is regarded as a player, generating a new modified Markov game, which would reduce the action and state space.

Road network partition. The road network $G$ is spatially partitioned into $M$ parts, i.e., $G = G^1 \cup G^2 \cup \cdots \cup G^M$, with $G^m = (V^m, E^m)$, where $V = V^1 \cup V^2 \cup \cdots \cup V^M$ and $V^i \cap V^j = \emptyset$, if $i \neq j$. Many graph partitioning algorithms can be exploited and this paper adopts the normalized graph cut algorithm presented in (Ji and Geroliminis 2012). Taken Beijing Sub-district, Beijing, China as an example, the corresponding road network is partitioned into 3 regions, which are shown in Fig.1(a).

Overview of the proposed framework. We propose a bilevel optimization framework, consisting of $M$ region planners and a global planner. Our framework applies sequence decision-making, i.e., time is divided into time slots $\{t, t + 1, \cdots, T\}$ and decisions are made for each time slot. We introduce these two planners as follows.

- **Region planner**: for each region $m$, a region planner coordinates the route choices of vehicles within this region $N^m$, eventually output several possible strategies, where each strategy contains the route choices of all vehicles in $N^m$, which is shown in Fig.1(b). This planner takes fairness into consideration.
- **Global planner**: this planner balances and evaluates the inter-region influence, and exploits simulations over the future to help decision-making. Since each region has got several possible strategies, this planner evaluates the combination strategies of all regions. Furthermore, exploiting digital twin-based ultra-high fidelity simulations, this planner simulates traffic state for the future steps $\{t + 2, t + 3, \cdots \}$ and adopts the simulated results for making informed decisions. However, the number of combination states is exponential with regions number and depth of simulations, therefore, we exploit the Monte Carlo tree search algorithm to achieve higher efficiency.

Modified Markov game. Each region is treated as a super player and $M$ super players work together for coordinating the route choices of all drivers $N$. Such problem can be modeled as a modified Markov game, denoted as a tuple $\langle S, M, \{A^1, \cdots, A^M\}, P, \{r^1, \cdots, r^M\}\rangle$. $M$ is the set of super players, i.e., all partitioned regions, $M = \{1, 2, \cdots, M\}$. The joint action space $\{A^1, \cdots, A^M\}$ represents the available actions for regions $M$ at a state $s \in S$, where $A^m = \bigcup_{p \in P^m} P^m$; the state transition probability function $P$ pushes current state $s_t$ to a new state $s_{t+1}$ after a joint action $\{a^1, \cdots, a^M\}$ is taken, where $a^m = \bigcup_{p \in P^m} p$; $\{r^1, \cdots, r^M\}$ is the rewards, $r^m = \sum_{i \in N^m} q_i^m$.

We explain the route planning framework with the example shown in Fig.2. The city is partitioned into 3 regions. At time step $t$, the local planner obtains 2 possible strategies for each region. Our framework simulates the future traffic and
there exist $2^4$ states at $t + 1$ time step and $2^{3 \times l}$ states at $t + l$ time step. For each state, the global planner evaluates each state (e.g., the state is good if less congested) and further exploits the evaluation for narrowing down the search space. After simulation and evaluation for sufficient long steps, our framework provides insights to make an informed and effective decision at the current time step, i.e., the simulation results of several steps to help the local planner to select the best from all possible strategies.

### Methodology

The user equilibrium describes a state where every single driver has no gains to unilaterally deviate from the chosen route under a certain objective. However, the user equilibrium is proved to be unique and it does not conform with system optimum (Morandi 2021). In order to bridge this gap, we resort to user equilibrium under different objectives, where each objective leads to a user equilibrium.

#### Region Planner: Game Theory

The local planner $m$ aims to coordinate the route choices of vehicles $\mathcal{N}^m$, which can be described as a game $(\mathcal{G}^m, \mathcal{N}^m, (\mathcal{P}^i)_{i \in \mathcal{N}^m}, (g_i)_{i \in \mathcal{N}^m})$. $g_i$ is the payoff (cost) function. The strategy space $\mathcal{P}^i$ of player $i \in \mathcal{N}^m$ is the set of all simple paths in $\mathcal{G}$ from $o_i$ to $d_i$, where $o_i$ and $d_i$ are the mapped locations of $o_i$ and $d_i$ on $\mathcal{G}^m$, respectively. Denote a strategy profile as $\mathbf{P} = (p_1, p_2, \ldots, p_i)_{i \in \mathcal{N}^m}$, where $p_i \in \mathcal{P}^i$. The payoff function can be set by considering different objectives, and are introduced as follows:

- **Objective A**: minimum free-flow travel latency (the travel time when there are no other vehicles), i.e.,

  $$\min_{i \in \mathcal{N}^m} g_i(\mathbf{P}) = \min_{i \in \mathcal{N}^m} \sum_{e \in p_i} \frac{\text{len}(e)}{\text{maxs}(e)}, \quad (1)$$

  where $\text{len}(e)$ and $\text{maxs}(e)$ are the length and maximum speed of road segment $e$, respectively.

- **Objective B**: minimum travel distance, i.e.,

  $$\min_{i \in \mathcal{N}^m} g_i(\mathbf{P}) = \min_{i \in \mathcal{N}^m} \sum_{e \in p_i} \text{len}(e). \quad (2)$$

- **Objective C**: minimum number of traffic lights, i.e.,

  $$\min_{i \in \mathcal{N}^m} g_i(\mathbf{P}) = \min_{i \in \mathcal{N}^m} \sum_{e \in p_i} 1, \quad (3)$$

  where each road segment is assumed to be scheduled by a traffic light.

- **Objective D**: travel time with mutual influence, i.e.,

  $$\min_{i \in \mathcal{N}^m} g_i(\mathbf{P}) = \min_{i \in \mathcal{N}^m} \sum_{e \in p_i} f_e(\mathbf{P}), \quad (4)$$

  where $f_e(\mathbf{P})$ means the actual travel time on $e$ and is related to the number of vehicles using $e$.

**Definition 1: user equilibrium.** A strategy profile $(p_1, \ldots, p_i, \ldots, p_{|\mathcal{N}^m|})$ is a user equilibrium, if for any player $i \in \mathcal{N}$ choosing a different strategy $p_i'$, its cost would not be decreased, i.e.,

$$g_i(p_1, \ldots, p_i', \ldots, p_N) \leq g_i(p_1, \ldots, p_i', \ldots, p_N).$$

In such a case, no player has profitable unilateral deviations, i.e., no player alone can decrease their cost by switching to a different strategy.

**Theorem 1:** For each objective defined above, there exists one and only one user equilibrium.

**Proof.** The proof can be found in our Appendix.

The strategy of the former three objectives does not consider the mutual influence between vehicles, which can be easily computed using an optimization algorithm under utility. As for the last one (objective D), we apply a polynomial-time algorithm presented in (Ravindran Vijayalakshmi and Skopak 2020) for achieving the user equilibrium. Therefore, the predefined four objectives would output 4 different user equilibrium for each region. We need simulation of several steps, and there exist an exponential number of states, which we apply a value function to dynamically evaluate each state and MCTS algorithm for improving efficiency.

#### Global Planner: Monte Carlo Tree Search

The global planner combines the graph attention reinforcement learning in MCTS algorithm that selects actions by lookahead search, similarly to AlphaGo (Silver et al. 2016). However, the region planner $m \in \mathcal{M}$ applies different objectives for coordinating the route choices of vehicles $\mathcal{N}^m$, eventually obtaining several actions, where each action is a user equilibrium under an objective. The possibility of each action is difficult to define. Therefore, we ignore the prior probability of action and only consider the value function for each state in the lookahead search.

Each state $s$ of the search tree stores an value $V(s)$ that maps the status of current traffic situation to a real value, and visit count $N(s)$ that records the number of accessing times. Starting from the root state, the tree is traversed by simulation. At each time step of the simulation, an action is selected from state $s_t$ according to

$$a_t = \arg \max_a \{V(s_{t+1}) + u(s_{t+1})\}. \quad (5)$$

The action is selected for maximizing the value function plus a bonus $u(s)$, which decays with repeated visits to encourage exploration and is calculated as

$$u(s) \propto \frac{1}{1 + N(s)}. \quad (6)$$

When the traversal reaches a leaf node $s_L$ at step $L$, the leaf node needs to be expanded. However, as mentioned earlier, it is impossible to evaluate the probability of the actions computed by the local planner. We fully expand the leaf node $s_L$ to $s_{L+1}$. This step would output an exponential number of states, which can be refined using a pruning mechanism to keep at most $n_{sta}$ states for each layer.

The leaf node $s_L$ is evaluated in two very different ways: first, by the value function $v(s_L)$; and second, by the outcome $z_{L}$ of a random rollout played out until the terminal
step using the fast rollout policy, where each player applies the shortest path for making a routing choice. We apply a mixing parameter $\lambda$ for combining these two evaluations, i.e.,

$$V(s_L) = (1 - \lambda)V(s_L) + \lambda z_L,$$

(7)

At the end of the simulation, the value function and visit counts of all traversed states are updated. Each state accumulates the visit count and mean evaluation of all simulations passing through that state, i.e.,

$$N(s) = \sum_{i=1}^{H} 1(s, i),$$

(8)

$$V(s) = \frac{1}{N(s)} \sum_{i=1}^{H} 1(s, i)V(s_L(i)),$$

(9)

where $s_L(i)$ is the leaf node from the $i$-th simulation, $H$ is the total number of simulations, and $1(s, i)$ indicates whether the state $s$ was traversed during the $i$-th simulation. Once the search is complete, the algorithm chooses the best state from the root position.

AlphaRoute consists of five steps, which is detailed narrated in our appendix.

**Value Function: Graph Attention Network**

For each state $s$, the value function $V(s)$ evaluates the status of current traffic situation, which maps the state $s$ into a real value, i.e., a bigger value means that current state has a higher probability of achieving smaller total travel time. The state $s$ contains the road network topology with fine-grained road attributes, and real-time traffic, i.e., the information of all vehicles. The state can be represented as a graph, where the vertex means the road way. Each edge is assigned with a weight representing the distance between the connected vertices, which is computed using thresholded Gaussian kernel (Li et al. 2017). The features of each vertex contain fine-grained road attributes, i.e., length, speed limit, direction, lanes, as well as vehicle flow statistic information on the road way, i.e., vehicle number, average speed, speed variance. Then, graph attention network (Veličković et al. 2017) is exploited to approximate the value function. During experiments, we have conduct extensive experiments for selecting the best network architecture, and finally we select a graph attention networks with 4 layers. We adopt the similar training strategy as in AlphaGo to conduct model-free reinforcement learning for training the value function.

**Experiment**

We conduct comprehensive experiments on two real-world road networks to evaluate AlphaRoute, especially the MCTS of the global planner which evaluates and chooses the combinations of actions taken by the region planners.

**Experimental Settings**

The effectiveness and strengths of AlphaRoute are validated on two real-world road networks, i.e., Beijing Sub-district, Beijing, China and Upper East Side, Manhattan, New York, USA. For each city, the corresponding road network is collected from OpenStreet Maps. Road networks are described by intersections, road segments (which are connections between intersections), and the fine-grained attributes of road segments. The road network is shown in Fig.3 and detailed information and comparison between these two maps are shown in Tab.1. The experiments are conducted utilizing a well-known open-source simulator SUMO. There exists three types of vehicles for conforming to the actual situation to the greatest extent, i.e., bus, truck, and car, with 10%, 20%, and 70% respectively.

There exist up to 5,000 vehicles on these two maps. The vehicles are randomly located on the roads. 30% of the vehicles are initialized at the beginning and the rest are activated in the first 10 minutes. The destination $d_i$ of each vehicle is randomly selected to guarantee that the distance between the origin location $o_i$ and $d_i$ is not too close, and this settings is fixed over all experiments. The time-varying traffic flow rates for each source-destination pair are estimated by model-free reinforcement learning-based solutions. The experiments are conducted on a server equipped with an Intel(R) Xeon(R) CPU E5-2698 v4 at 2.20GHz, an NVIDIA Tesla V100 GPU, and 512GB of DDR4 RAM.

**Baselines:** We compare AlphaRoute with the following methods:

1. Minimum free-flow travel latency (minLat): each vehicle selects the route with minimum free-flow travel latency.
2. Minimum travel distance (minDis): each vehicle selects the route with minimum travel distance.
3. Minimum number of traffic lights (minLig): each vehicle selects the route with a minimum number of traffic lights.
4. Approximate equilibrium algorithm for congestion

![Figure 3: Road networks from real-world datasets.](image)

<table>
<thead>
<tr>
<th>City maps</th>
<th>Beijing</th>
<th>Manhattan</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Road segments</td>
<td>783</td>
<td>463</td>
</tr>
<tr>
<td>Total road length (km)</td>
<td>338.55</td>
<td>59.47</td>
</tr>
<tr>
<td>#Intersections</td>
<td>309</td>
<td>214</td>
</tr>
<tr>
<td>Area (km²)</td>
<td>35.89</td>
<td>2.7</td>
</tr>
<tr>
<td>Road attributes</td>
<td>Length, speed limit, lanes, etc.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Detailed information of road network.
We have the following observations:

1. Alat is an overall metric for evaluating the performance of coordinated traffic assignment, where a smaller value means less time spent on the road. minLat, minDis and minLig need higher average latency, which means more time is wasted on the road. minLat achieves better performance than minDis, since minDis makes sure minimum distance to the destination while the actual travel time might be higher than expected due to congestion caused by uncoordinated traffic assignments. AlphaRoute achieves the best performance in terms of average latency (Alat), e.g., the improvement is \((450.91 - 392.82)/450.91 = 12.88\%\) as compared with minDis and each driver can save an average of 58 seconds for each journey. The reason behind this improvement comes from two aspects. At first, a region planner generates several strategies under different assignment objectives, where each strategy is a user equilibrium. All generated strategies form the action space. Consequently, the action and state space are significantly decreased, alleviating the curse of dimensionality problem, which is helpful to the searching algorithm. From the other aspect, AlphaRoute can simulate and evaluate the future traffic for sufficient long steps, and apply the simulation results of several steps to make an informed and effective decision. As in GOR, it only considers the decisions of the next step during the search, i.e., it could not take the future traffic evolution into consideration. Consequently, AlphaRoute has the lowest travel latency, achieving the best performance.

2. In terms of travel distance ADis, GOR has the longest travel distance since GOR iterates all possible routes and would assign a vehicle to a farther detour route. More travel distances are caused by the coordinated traffic assignment, i.e., part of vehicles is assigned to a further route to avoid congestion or achieve system optimum. Together with Alat, AlphaRoute achieves a higher travel distance and the lowest performance.

3. In terms of waiting time AWai, AlphaRoute has the least AWai and MinLig has the highest. AWai measures the duration that vehicle velocity is zero, which can be caused by congestion or waiting for traffic lights. AWai measures AlphaRoute has the least congestion. The visualization of traffic congestion for different algorithms is presented in our appendix.

4. In terms of detour distance ADet, AECG achieves the highest ADet. The detour distance of a route is compared with the shortest route from the source to the destination.

### Evaluation Metrics

We adopt four metrics to measure the performance of routing choices scheduled by different algorithms, which are introduced as follows:

1. Average travel latency (ALat), i.e., \(ALat = \frac{1}{N} \sum_{i \in A} d_{ii}\).
2. Average travel distance (ADis), i.e., \(ADis = \frac{1}{N} \sum_{i \in A} \sum_{e \in p_i} len(e)\).
3. Average waiting time (AWai), i.e., \(AWai = \frac{1}{N} \sum_{i \in A} dur_i\), where \(dur_i\) means the duration that the velocity is zero.
4. Average detour distance (ADet), i.e., \(ALat = \sum_{i \in A} (\sum_{e \in p_i} len(e) - \sum_{e \in p_i^*} len(e))\), where \(p_i^*\) is the route choices by minDis.

### Experiment Results

#### Overall Analysis

Tab.2 lists the performance of AlphaRoute in terms of ALat, ADis, AWai, and ADet as compared with minLat, minDis, minLig, AECG, and GOR. We have the following observations:
Therefore, the ADet of minDis is zero. AlphaRoute achieves lower ADet than the other coordinated traffic assignment algorithms, i.e., GOR and AECG, which further demonstrate the strength of AlphaRoute.

**Scalability.** Fig.4 shows the performance of AlphaRoute under a different number of vehicles \( N \), e.g., when \( N \) equals 2000, 3000, 4000 and 5000, respectively, as compared with the baselines. More vehicles on the road would generate more congestion. When the road is less congested, e.g., when there exist 2000 vehicles, coordinated routing algorithms achieve a smaller ADet than non-coordinated algorithms. The reason behind this phenomenon is partly that non-coordinated algorithms cannot deal with the unbalanced distribution of vehicles, i.e., cannot eliminate congestion. With the number of vehicles \( N \) continuing to increase, the strength of AlphaRoute over GOR and AECG is more manifest, since AlphaRoute can be aware of the future traffic evolution and dynamics. It further demonstrates that AlphaRoute is of high scalability.

**Ablation Study**

In this section, we investigate how different settings affect AlphaRoute.

**Number of partitioned regions** \( M \). We have divided the road network into the different regions, and the results are shown in Fig.5(a). AlphaRoute achieves better performance with more regions. However, more regions mean larger action and state space, i.e., at each layer, there exist \( 4^M \) states. Therefore, to balance the computation complexity and system efficiency, the road network is divided into 4 regions.

**Step duration** \( T_{step} \). AlphaRoute applies sequence decision-making, and the duration between successive steps is \( T_{step} \). Larger \( T_{step} \) means coarser simulations of future traffic states, while smaller \( T_{step} \) would lead to heavy computation complexity since the number of states is exponential with the number of steps. We evaluate the performance of AlphaRoute under different \( T_{step} \), as shown in Fig.5(b). Smaller \( T_{step} \) leads to higher performance.

**Kept states for pruning** \( n_{sta} \). In AlphaRoute, it is impossible to evaluate the probability of the actions computed by the local planner. Therefore, the expansion step has to iterate over all possible combinations of actions generated by region planners. A pruning algorithm is applied to early delete states, and make the keep number of states for each layer is at most \( n_{sta} \). The experimental result of AlphaRoute with different \( n_{sta} \) is shown in Fig.5(c). Larger \( n_{sta} \) leads to better performance. However, larger \( n_{sta} \) means higher computation complexity and we choose \( n_{sta} = 5 \) in our experiments.

**Value function.** In the pruning step, the value function of each state needs to be evaluated using immediate evaluation function \( \Psi(s) \) with minimum efforts. \( \Psi(s) \) has to be easily computed and with low complexity, since it needs to be executed frequently. We set \( \Psi(s) \) to the following functions, 1) distance: the travel distance to the destination; 2) latency: the free-flow travel latency; 3) balance: the balance rate of vehicle distribution, which is calculated using the variance over traffic saturation on all road segment and 4) Learning method: a graph neural network is applied to approximate the value function. The experiments result of AlphaRoute with different \( \Psi(s) \) is shown in Fig.5(d), where \( \Psi(s) \) with learning achieves the best performance. The reason is that the former three methods are although easy to compute. They cannot fully approximate the value function. However, the learning method can accurately approximate the value function by using reinforcement learning.

**Conclusions**

This paper proposes AlphaRoute for coordinating large-scale routes, which is built on value function and Monte Carlo tree search algorithm. AlphaRoute can efficiently and effectively coordinate large-scale routes, and is capable of 1) bridging user fairness and system efficiency, 2) achieving higher search efficiency by alleviating the curse of dimensionality problem, and 3) making an effective and informed route planning by simulating over the future to capture traffic dynamics.

**Appendix**

**A. Proof of Theorem 1**

**Proof.** For objective A, B and C, the cost function \( g_i(P) \) only correlates with \( P \). \( \min \sum_{i \in N^m} g_i(P) \) can also be rewritten as \( \min_{(p_i \in P^i)} g_i(p_i) \). For player \( i \), it chooses \( p_i \) which minimizes the cost function, i.e., \( p_i = \arg \max_{(p_i \in P^i)} g_i(p_i) \). If there exists another strategy \( p'_i \) that could let \( i \) spend lower cost, then, \( g_i(p'_i) < g_i(p_i) \), which means that \( p_i \) is not minimum and is contradictory. Therefore, no player can decrease its cost by unilaterally switching to a different strategy, which would produce one and only
one user equilibrium. As for objective D, the cost function is the travel time which depends on the number of vehicles using the road segments. Under such a scenario, the game is also known as a congestion game. For such a game, the existence and uniqueness of the user equilibrium have been proofed in (Daskin 1985). Therefore, the game has a unique user equilibrium for each defined objective.

B. Detailed Description of AlphaRoute

AlphaRoute is built on the top of the value function and Monte Carlo tree search algorithm. It consists of five steps, as shown in Fig.7, which are introduced as follows:

a. **Selection:** AlphaRoute begins at the root of the search tree and finishes when the simulation reaches a leaf node. Before the leaf node, an action is selected according to the statistics in the search tree, \( a_t = \text{argmax}_a(V(s_{t+1}) + u(s_{t+1})) \), with \( u(s_t) = c_p \sqrt{\frac{\sum N(s_{t-1})}{1+N(s_t)}} \), where \( c_p \) is a constant determining the level of exploration. This search control strategy initially prefers states with equal probability and low visit count, but asymptotically prefers states with high value.

b. **Expansion:** When the visit count \( N(s) \) of a state \( s \) exceeds a threshold \( n_{th} \), i.e., \( N(s) > n_{th} \), state \( s \) will be expanded. As mentioned earlier, it is impossible to evaluate the probability of the actions computed by the local planner. We fully expand the leaf node \( s_L \) to \( s_{L+1} \), i.e., iterate over all possible combinations of actions generated by each region planner.

c. **Pruning:** The expansion step would output an exponential number of states, which can be refined using a state pruning mechanism. For each state, we apply an immediate evaluation \( \Psi(P) \) to early reject a part of states and keep the number of remaining states at each layer below a threshold \( n_{sta} \). \( \Psi(P) \) depends on the current positions of all drivers to evaluate the state, without considering the further evolution and dynamics. \( \Psi(P) \) can be set to 1) positions distribution balance rate; 2) distance to the destination; and 3) free-flow travel latency. Consequently, for the new expanded states \( \{s_{L+1}(1), s_{L+1}(2), \ldots, s_{L+1}(k)\} \), the immediate evaluation \( \Psi(P) \) would obtain the value function \( V(s) \) for each state \( s \). Then, using value function to choose the top \( n_{sta} \) states, thus making the number of remaining states at each layer below the threshold \( n_{sta} \).

d. **Evaluation:** For a leaf state \( s_L \), we exploit a rollout strategy to evaluate its value \( V(s_L) \). Begins with the leaf state, all drivers apply the shortest path routes, i.e., all local planners exploit Objective B for coordinating the route choices. The rollout continues until the end of the game (all drivers have reached their destination). When the game reaches a terminal state, the reward \( r^t \) is negatively correlated to the travel time from the leaf state to the end.

e. **Backup:** At the end of the simulation, the rollout statistics are updated in a backward pass through the leaf state to the root state. For each state \( s_t \), \( N(s_t) = N(s_t) + 1 \), \( W'(s_t) = W(s_t) + v(s_{t+k}) + kT_{step} \) if state \( s_t \) has been traversed, where \( T_{step} \) is the duration of each step. The reason behind it is that the reward is travel time, and the difference between two successor states is \( T_{step} \). The overall evaluation of each state is a weighted average of the Monte Carlo estimates, \( V(s) = \frac{W(s)}{N(s)} \).

C. More Simulation Results

**Visualization of coordinated routes.** Fig.6 visualizes the traffic state of road segments at different time steps, where the color means the number of vehicles. According to the color bar, dark red means congestion on the road segment. The following observations can be made according to Fig.6: 1) the congestion area in minDis is largest while that of AlphaRoute is minimum, which demonstrates that AlphaRoute could effective coordinate large-scale routes and alleviates traffic congestion; 2) minDis requires 17 steps for all vehicles reaching their destination, however, AlphaRoute only needs 13 steps. It further demonstrates the strength and efficiency of AlphaRoute.
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