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Abstract

Multivariate time series forecasting with hierarchical structure is widely used in real-world applications, e.g., sales predictions for the geographical hierarchy formed by cities, states, and countries. The hierarchical time series (HTS) forecasting includes two sub-tasks, i.e., forecasting and reconciliation. In the previous works, hierarchical information is only integrated in the reconciliation step to maintain coherency, but not in forecasting step for accuracy improvement. In this paper, we propose two novel tree-based feature integration mechanisms, i.e., top-down convolution and bottom-up attention to leverage the information of the hierarchical structure to improve the forecasting performance. Moreover, unlike most previous reconciliation methods which either rely on strong assumptions or focus on coherent constraints only, we utilize deep neural optimization networks, which not only achieve coherency without any assumptions, but also allow more flexible and realistic constraints to achieve task-based targets, e.g., lower under-estimation penalty and meaningful decision-making loss to facilitate the subsequent downstream tasks. Experiments on real-world datasets demonstrate that our tree-based feature integration mechanism achieves superior performances on hierarchical forecasting tasks compared to the state-of-the-art methods, and our neural optimization networks can be applied to real-world tasks effectively without any additional effort under coherence and task-based constraints.

Introduction

Forecasting for multiple time series with complex hierarchical structure has been applied in various real-world problems (Dangerfield and Morris 1992; Athanasopoulos, Ahmed, and Hyndman 2009; Liu, Yan, and Hauskrecht 2018; Jeon, Panagiotelis, and Petropoulos 2018). For instance, the international sales forecasting of transnational corporations needs to consider geographical hierarchies involving the levels of city, state, and country (Han, Dasgupta, and Ghosh 2021). Moreover, retail sales can also be divided into different groups according to the product category to form another hierarchy. The combination of different hierarchies can form a more complicated but realistic virtual topology, e.g., the geographical hierarchies (of different regions) and the commodity hierarchies (of varies categories) are nested to be parts of the supply chain in the retail sector.

The critical challenge in hierarchical forecasting tasks lies in producing accurate prediction results while satisfying aggregation (coherence) constraints (Taieb and Koo 2019). Specifically, the hierarchical structure in these time series implies coherence constraint, i.e., time series at upper levels are the aggregation of those at lower levels. However, independent forecasts from a prediction model (called base forecasts) are unlikely to satisfy coherence constraint.

Previous work on hierarchical forecasting mainly focuses on a procedure of two separate stages (Hyndman, Lee, and Wang 2016; Taieb and Koo 2019; Corani et al. 2020; Anderer and Li 2021): In the first stage, base forecasts are generated independently for each time series in the hierarchy; in the second stage, these forecasts are adjusted via reconciliation to derive coherent results. The base forecasts are obtained by univariate or multivariate time series models, such as traditional forecasting methods (e.g., ARIMA (Taieb and Koo 2019)) and deep learning techniques (e.g. Deep-Var (Salinas et al. 2019)). However, both approaches ignore the information of hierarchical structure for prediction. As for reconciliation, traditional statistical methods mostly rely on strong assumption, such as unbiased forecasts and Gaussian noises (e.g., MinT (Wickramasuriya, Athanasopoulos, and Hyndman 2019)), which are often inconsistent with non-Gaussian/non-linear real-world hierarchical time series (HTS) data. A notable exception is the approach proposed in (Rangapuram et al. 2021), promising coherence by a closed-form projection to achieve an end-to-end reconciliation without any assumptions. However, this method may introduce huge adjustments on the original forecasts for coherency, making the final forecasts unreasonable. Moreover, even coherent forecasters might still be impractical for some real-world tasks with further practical operational or task-related constraints, such as inventory management and resource scheduling. These reconciliation concerns can be addressed by imposing more realistic constraints to control the scale and optimize the task-based targets for the downstream tasks, which can be achieved by deep neural optimization layer (OptNet) (Amos and Kolter 2017).

In this work, we provides an end-to-end framework to generate coherent forecasts of hierarchical time series that incorporates the hierarchical structure in the prediction pro-
cess, while taking task-based constraints and targets into consideration. In detail, our contributions to HTS forecasting and aligned decision-making can be summarised as follows:

- We propose two tree-based mechanisms, including top-down convolution and bottom-up attention, to leverage hierarchical structure information (through feature fusion of all levels in the hierarchy) for performance improvement of the base forecasts. To the best of our knowledge, our approach is the first model that harnesses the power of deep learning to exploit the complicated structure information of HTS.

- We provide a flexible end-to-end learning framework to unify the goals of the forecasting and decision-making by employing a deep differentiable convex optimization layer (OptNet), which not only achieves controllable reconciliation without any assumptions, but also adapts to more practical task-related constraints and targets to solve the real-world problems without any explicit post-processing step.

- Extensive experiments on real-world hierarchical datasets from various industrial domains demonstrate that our proposed approach achieves significant improvements over the state-of-the-art baseline methods, and our approach has been deployed online to cloud resource scheduling project in Ant Group.

### Preliminaries

A hierarchical time series can be denoted as a tree structure (see Figure 1) with linear aggregation constraints, expressed by aggregation matrix \( S \in \mathbb{R}^{n \times m} \) (\( m \) is the number of bottom-level nodes, and \( n \) is the total number of nodes). In the hierarchy, each node represents a time series, to be predicted over a time horizon.

Given a time horizon \( t \in \{1, 2, \ldots, T\} \), we use \( y_{i,t} \in \mathbb{R} \) to denote the values of the \( i \)-th component of a multivariate hierarchical time series, where \( i \in \{1, 2, \ldots, n\} \) is the index of the individual univariate time series. Here we assume that the index \( i \) abides by the level-order traversal of the hierarchical tree, going from left to right at each level.

### Structured Hierarchical Forecasting

In this section, we introduce our framework (SLOTH), which not only can improve prediction performance by integrating hierarchical structure into forecasting, but also achieves task-based goals with deep neural optimization layer fulfilling coherence constraint. Figure 2 illustrates the architecture of SLOTH, consisting of two main components:

- a structured hierarchical forecasting module that produces forecasts over the prediction horizon across all nodes, utilizing both top-down convolution and bottom-up attention to enhance the temporal features for each node.

- a task-based constrained optimization module that leverages OptNet to satisfy the coherence constraint and provide a flexible module for real-world tasks with more complex practical constraints and targets.

### Temporal Feature Extraction Module

This module extracts temporal features of each node as follows:

\[
\tilde{h}_t^i = \text{UPDATE}(\tilde{h}_{t-1}^i, x_t^i; \theta), \quad i \in \{1, 2, \ldots, n\},
\]

\[
\tilde{H}_t = [\tilde{h}_t^1, \tilde{h}_t^2, \ldots, \tilde{h}_t^n],
\]

where \( x_t^i \) is the covariates of node \( i \) at time \( t \), \( \tilde{h}_{t-1}^i \) is the hidden feature of the previous time step \( t - 1 \), \( \theta \) is the model parameters shared across all levels, and \( \text{UPDATE}(\cdot) \) is the pattern extraction function. Any recurrent-type neural
network can be adopted as the temporal feature extraction module, such as the RNN variants (Hochreiter and Schmidhuber 1997; Chung et al. 2014), TCN (Bai, Koltzer, and Koltun 2018), WAVENET (Van Den Oord et al. 2016), and NBEATS (Oreshkin et al. 2019). We use GRU (Chung et al. 2014) in our experiments due to its simplicity.

It is worth noting that we process each node independently in this module, which is in contrast to some existing works that utilize multivariate model to extract the relationship between time series (Rangapuram et al. 2021). It is unnecessary for our framework because we leverage the hierarchical structure in feature integration step, which we believe is enough to characterize the relationship between nodes. We reduce the time complexity from O($n^2$) to O($n$) accordingly.

**Top-Down Convolution Module (TD-Conv)** This module incorporates structural information to dynamic pattern by integrating temporal features (e.g., trends and seasonality) from nodes at the top level into those at the bottom level to enhance the temporal stability. In other words, clearer seasonality and more smooth evolving (Taieb, Taylor, and Hynman 2021).

Most of the previous methods indicate that time series of nodes at the upper level are easier to predict than nodes at the bottom level, which implies the dynamic pattern at the top level is more stable. Therefore, the bottom nodes can use their ancestors’ features at top levels to improve prediction performance. Similar to Tree Convolution (Mou et al. 2016), our approach introduces a top-down convolution mechanism by extracting effective top-level temporal patterns to denoise the feature of bottom nodes and increase stability.

The top-down convolution mechanism shown in Figure 3 is based on the outputs of the univariate forecasting model. We want to highlight that all nodes share the forecasting model to obtain the temporal features. Please note that ancestor’s value are the sum of all children nodes. In other words, ancestors’ features are helpful to predict the considered node, which calls for the integration of the features of both levels for better prediction.

In order to reduce the computational complexity, the hidden states are reorganized into matrices (yellow boxes in the middle part of Figure 3) after temporal hidden features are obtained. Each row of the matrices represents the feature concatenation of nodes from considered node to root in the hierarchy. We then apply convolution neural networks (CNNs) to each row of those matrices to aggregate the temporal patterns, since it is well known that CNN is an effective tool to integrate valid information from hidden features.

The computation complexity is very high if the convolution is applied on $H_i$ because it is not sorted as tree structure index. To accelerate the computation, we transform the hierarchical structure to a series of matrix forms to speed up the convolution process as shown in the middle part of Figure 3. Specifically, the nodes’ hidden features $H_i$ in the shape of $(n, d_h)$ are reorganized into a matrix form $H_i' = \{h'^{1}_i, \ldots, h'^{n}_i\}$, where $h'^{l}_i = [h_{l_i}^{1}, \ldots, h_{l_i}^{n}]$ is the concatenation of temporal features $h_{l_i}$ of all the ancestors of node $i$ in the shape of $(l_i, d_h)$, where $n$ is number of nodes, $l_i$ is the number of levels of node $i$, and $d_h$ is the dimension. Please note that $H_i'$ is not an actual matrix but a union of matrices of different dimensions, where the first dimension of each $h'^{l}_i$ is the level index. Then we apply convolution to $h'^{l}_i$ to integrate temporal features of all ancestors of $i$ as

$$y = \arg\min_{y} \{ f(y, y') \} \quad \text{s.t.} \quad A(y) y = b(y) \quad g(y) y' \leq h(y)$$
follows
\[
\hat{h}_t = \text{Conv}_l(\tilde{h}_t^j; \Theta_l) = \sum_{k=1}^{l_i} w_k \tilde{h}_t^{l_i-k}, \tag{4}
\]
\[
\tilde{H}_t = [\tilde{h}_t^1, \tilde{h}_t^2, \ldots, \tilde{h}_t^n],
\]
where different levels have different convolution components Conv$_l$, while nodes at the same level share the same parameter $\Theta_l$.

It is important to emphasize that HTS is different from general graph-structured time series, where spatial-temporal information is passed between adjacent nodes, but the relationship between nodes in hierarchical structure only contains value aggregation, which indicates the message passing mechanism of graph time series (DCRNN (Li et al. 2017) and STGCN (Yu, Yin, and Zhu 2017)) is not appropriate for our problem. We compare it with our SLOTH method in Appendix E.

**Bottom-Up Attention Module (BU-Attn)** This module integrates temporal features of nodes at the bottom levels to their ancestors at top levels to enhance the ability of adapting to dynamic pattern variations including sudden level or trend changes of time series.

TD-Conv carries top-level information downward to improve the predictions at the bottom levels. On the other hand, the information from the bottom-levels should also be useful for the prediction of the top-levels, due to their relationship of value aggregation.

Please note that feature aggregation is different from value aggregation (Eq. (1)). Specifically, the summing matrix ($S$) is actually a two-level hierarchical structure, rather than a tree structure that is reasonable for value aggregation, but causes structural information loss in feature aggregation. Direct summing operation is inappropriate for feature aggregation as there is no relationship of summation between parents and children in the feature space.

We therefore adopt the attention mechanism (Vaswani et al. 2017; Nguyen et al. 2020) to aggregate temporal features from the bottom levels, due to the following considerations: 1) hierarchical structure has variations (different number of levels and children nodes); 2) child nodes contribute differently to parents with various scales/dynamic patterns. The attention mechanism is appropriate to aggregate the feature as it is flexible for various structures and can learn weighted contributions based on feature similarities.

\[
\tilde{h}_t^{l_j} = \text{Softmax} \left( \frac{Q_t^{l_j} (K_t^{l_j+1})^T}{\sqrt{d_h}} \right) V_t^{l_j+1}, \tag{5}
\]
\[
\tilde{H}_t = [\tilde{h}_t^{l_1}, \ldots, \tilde{h}_t^{l_n}],
\]
\[
V_t^{l_j} = \tilde{h}_t^{l_j} - \tilde{h}_t^{l_j} + \tilde{h}_t^{l_j+1}, \tag{6}
\]

Specifically, as shown in Algorithm 1, attention process starts from the second last to the first level (except for leaf nodes). Parent node takes the original temporal feature $\tilde{h}_t$ to generate the query, and the corresponding child node takes the original feature $\tilde{h}_t$ to generate the key. Child node feature value $V_t$ is updated as attention process going upward as in Eq. (6). $\tilde{h}_t^{l_j}$ is the feature of all nodes at level $l$ by attention aggregation, which contains the contributions from both children and their ancestors. $V_t^{l_j}$ is attention value of each node at level $l$, which is used in Eq. (5). Since we not only attempt to strengthen the information of children and the node’s own features, but also to weaken the parents’ influence in the bottom-up attention process because parent’s feature becomes the node’s own feature in the next iteration of BU-Attn, therefore, we subtract top-down temporal features $\tilde{h}_t^{l_j}$ and add original temporal features $\tilde{h}_t^{l_j}$.

It is important to note that computation process at same level can be executed concurrently because it is only related to self temporal hidden feature $\tilde{H}_t$. All the experiments show our bottom-up attention aggregation mechanism carries the bottom-level information containing dynamic patterns to top-level to improve the forecasting performance. More importantly, both TD-Conv and BU-Attn can be independent components to be used in the fitting process (i.e., step $t$ of RNN) for better prediction accuracy, or to be used after the temporal patterns are obtained, trading accuracy for faster computation.

**Base Forecast Module** This module serves as prediction generation based on dynamic features, and the prediction can either be probabilistic or point estimates. Our framework is agnostic to the forecasting models, such as MLP (Gardner and Dorling 1998), seq2seq (Sutskever, Vinyals, and Le 2014), and attention networks (Vaswani et al. 2017). We employ the MLP to generate the base point estimates for its flexibility and simplicity. In order to avoid the loss of information of temporal features in the cascade of hierarchical learning, we apply residual connection between temporal feature extraction module and base forecast module as follows

\[
z_t = \sigma(\text{MLP}(\tilde{h}_t)); \tilde{h}_t = (1-z_t)\tilde{h}_t + z_t\hat{h}_t. \tag{7}
\]

Then we apply MLP to generate base forecasts as follows

\[
\hat{y}_t = \text{MLP}(\tilde{h}_t), \quad \hat{y}_t = [\hat{y}_t^1, \ldots, \hat{y}_t^n]. \tag{8}
\]

\[1\] Note that all nodes share the same generation model.
Task-based Constrained Optimization

In this section, we introduce a task-based optimization module that leverages the deep neural optimization layer to achieve targets in realistic scenarios, while satisfying coherence and task-based constraints.

Optimization with Coherence Constraint in Forecasting Task

We formally define HTS forecasting task as a prediction and optimization problem in this section. As shown in Eq. (9), reconciliation on base forecasts can be represented as a constrained optimization problem (Rangapuram et al. 2021), where two categories of constraints are considered, i.e., the equality constraints representing coherency, and the inequality constraints ensuring the reconciliation is restricted, which means the adjustment of the base forecasts is limited in a specific range to reduce the deterioration of forecast performance,

$$\hat{y}_i = \arg\min_{y \in \mathbb{R}^n} \|y - \hat{y}_i\|_2 = \arg\min_{y \in \mathbb{R}^n} \frac{1}{2} y^T y - y_i^T y$$

subject to

$$A y = 0,$$

$$\delta_1 \text{abs}(\hat{y}_i) - \varepsilon_1 \leq y - \hat{y}_i \leq \delta_2 \text{abs}(\hat{y}_i) + \varepsilon_2,$$

where $$\hat{y}$$ is the base forecasts without reconciliation, and $$\delta_1, \varepsilon_1, \delta_2, \varepsilon_2$$ are some predefined constants.

Recall that the aforementioned end-to-end optimization architecture (Rangapuram et al. 2021) provides a closed-form solution for reconciliation problem. It projects the base forecasts into the solution space effectively by multiplying reconciliation matrix, which only depends on aggregation matrix $$S$$ and is thus easy to calculate (for convenience, the details are supplied in Appendix A). However, this procedure only considers aggregation constraints without limiting adjustment scale which may sometime cause the reconciled results $$\hat{y}$$ become unreasonable, e.g., a negative value for small base forecasts in demand forecasting. In addition, loss based on reconciliation projection derails gradient magnitudes and directions, which may cause the model not to converge to the optimum. Moreover, it is not a general solution for real-world scenarios, where more complex task-related constraints and targets are involved.

To keep reconciliation result reasonable and training efficient, we utilize neural network layer OptNet to solve the constrained reconciliation optimization problem, which is essentially a quadratic programming problem. The Lagrangian of formal quadratic programming problem is defined in Eq. (10) (Amos and Kolter 2017), where equality constraints are $$A z = b$$ and inequality constraints are $$G z \leq h$$:

$$L(z, \nu, \lambda) = \frac{1}{2} z^T Q z - q^T z + \nu^T (A z - b) + \lambda^T (G z - h).$$

When applied to hierarchical reconciliation problems (where we take the special range constraint $$y \geq 0$$ as an example), the Lagrangian can be revised to

$$L(y, \nu, \lambda) = \frac{1}{2} y^T y - \hat{y}_i^T y + \nu^T A y + \lambda^T (-1 y),$$

where $$\nu, \lambda$$ are the dual variables of equality and inequality constraints respectively. Then we can derive the differentials of these variables according to the KKT condition, and apply linear differential theory to calculate the Jacobians for backpropagation. The detail is as follows

$$\begin{bmatrix} A & I & -I \ diag(\lambda)(-I) & diag(-y) \ 0 & 0 \end{bmatrix} \begin{bmatrix} dy \ d\nu \ d\lambda \end{bmatrix} = -\begin{bmatrix} dy - d\hat{y}_i - d\lambda + dA^T \nu \ -diag(\lambda)dy \ dA^T \nu \end{bmatrix},$$

where function $$diag(\cdot)$$ means diagonal matrix. We can infer the conditions of the constrained reconciliation optimization problem from the left side, and compute the derivative of the relevant function with respect to model parameters from the right side. In practice, we apply OptNet layer to obtain the solution of argmin differential QPs quickly to solve the linear equation. In this way, our framework achieves end-to-end learning by directly generating reconciliation optimization results, while calculating the derivative and backpropagating the gradient to the optimization model automatically.

Optimization with Task-based Constraints and Target for Real-World Scenarios

The coherence constraint is enough in forecasting tasks when the only concern is prediction accuracy, which is, however, most likely unrealistic in real-world tasks with specific limitations and practical targets. Such tasks can be further revised as follows

$$\mathcal{J}(\hat{y}) = \arg\min_y f(\hat{y}, y)$$

subject to

$$A y = 0, \ e_j = 0, \ j = 1, \ldots, n_{eq},$$

$$g_i(\hat{y}, y) \leq 0, \ i = 1, \ldots, n_{ineq},$$

where $$f$$ is the task-based quadratic objective, $$e_j$$ represents task-based equality constraint other than coherence constraint, $$n_{eq}$$ is the number of equality constraints, and $$g_i$$ is an inequality constraint, $$n_{ineq}$$ is the number of task-based inequality constraints. Eq. (13) can be efficiently solved using differential QP layer in an end-to-end fashion (Donti, Amos, and Kolter 2017), where we need to transform our target into a quadratic loss and add equality/inequality constraints. We construct a scheduling experiment on M5 dataset in the following section to validate the superiority of our framework on realistic tasks.

**Experiments**

In this section, we conduct extensive evaluations on real-world hierarchical datasets. Firstly, we evaluate the performance of our framework, and compare our approach against the traditional statistical method and end-to-end model (HierE2E). We then add more practical constraints to M5

<table>
<thead>
<tr>
<th>Dataset</th>
<th>levels</th>
<th>nodes</th>
<th>structure</th>
<th>freq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labour</td>
<td>4</td>
<td>57</td>
<td>1. 8, 16, 32</td>
<td>1M</td>
</tr>
<tr>
<td>Tourism</td>
<td>4</td>
<td>89</td>
<td>1, 4, 28, 56</td>
<td>3M</td>
</tr>
<tr>
<td>M5</td>
<td>5</td>
<td>114</td>
<td>1, 3, 10, 30 ,70</td>
<td>1D</td>
</tr>
</tbody>
</table>

Table 1: Dataset statistics. Structure column shows the number of nodes at each level from top to bottom, as for ‘freq’, 1D means one day and 3M means three months.
<table>
<thead>
<tr>
<th>Model</th>
<th>Tourism</th>
<th>Labour</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>w-MAPE</td>
<td>MAPE</td>
</tr>
<tr>
<td>ARIMA-BU</td>
<td>0.2966</td>
<td>0.1212</td>
<td>0.0467</td>
</tr>
<tr>
<td>ARIMA-MINT-SHR</td>
<td>0.2942</td>
<td>0.1237</td>
<td>0.0506</td>
</tr>
<tr>
<td>ARIMA-MINT-OLS</td>
<td>0.3030</td>
<td>0.1254</td>
<td>0.0505</td>
</tr>
<tr>
<td>ARIMA-ERM</td>
<td>1.6447</td>
<td>0.6198</td>
<td>0.0495</td>
</tr>
<tr>
<td>PERMBU-MINT</td>
<td>0.2947(0.0031)</td>
<td>0.1057(0.0004)</td>
<td>0.0497(0.0003)</td>
</tr>
</tbody>
</table>

Table 2: MAPE/weighted-MAPE (w-MAPE) values over five independent runs for baselines such as traditional reconciliation methods and end-to-end methods, as well as our approach. Numbers in brackets are the variances over the five runs.

Real-world Datasets

We take three publicly available datasets with standard hierarchical structures.

- Tourism (Bushell et al. 2001; Athanasopoulos, Ahmed, and Hyndman 2009) includes an 89-series geographical hierarchy with quarterly observations of Australian tourism flows from 1998 to 2006, which is divided into 4 levels. Bottom-level contains 56 series, aggregated-levels contain 33 series, prediction length is 8. This dataset is frequently referenced in hierarchical forecasting studies (Hyndman and Athanasopoulos 2018).

- Labour (Rangapuram et al. 2021) includes monthly Australian employment data from Feb. 1978 to Dec. 2020. By using included category labels, we construct a 57-series hierarchy, which is divided into 4 levels. Specifically, bottom-level contains 57 series, aggregated-levels contain 49 series in total, and prediction length is 8.

- M5 (Han, Dasgupta, and Ghosh 2021) dataset describes daily sales from Jan. 2011 to June 2016 of various products. We construct 5-level hierarchical structure as state, store, category, department, and detail product from the origin dataset, resulting in 70 bottom time series and 44 aggregated-level time series. The prediction length is 8.

Results Analysis

In this section, we validate the overall performance of our method in the prediction task on three public datasets. We report scale-free metrics MAPE and scaled metrics weighted-MAPE to measure the accuracy. We apply several representative state-of-the-art forecasting baselines (details shown in Appendix B), including DeepAR (Salinas et al. 2020), DeepVAR (Salinas et al. 2019), NBEATS (Oreshkin et al. 2019), and former-based methods (Zhou et al. 2021; Wu et al. 2021; Zhou et al. 2022). We then combine these methods with traditional bottom-up aggregation mechanism and closed-form solution (Rangapuram et al. 2021) (DeepVar-Proj) to generate reconciliation results.

Table 2 reports the results. The top part shows results of traditional statistic methods, the middle part is of deep neural networks methods with closed-formed solution and bottom-up reconciliation, and the bottom part is the results from our approach and the combination of our forecasting mechanism with traditional bottom-up (BU) and closed-form projection methods (Proj).

We can see that traditional statistic methods perform poorly compared with deep neural networks. NBEATS-BU performs best on Tourism dataset. In particular, NBEATS-BU performs best on MAPE while NBEATS-Proj performs best on weighted-MAPE. However, informer-related methods perform poorly. One possible explanation is that it requires much larger training dataset.

One can observe that the models performing best on MAPE do not perform as well on weighted-MAPE, which is caused by different level contributions on the overall performance, e.g., the bottom-level contributes more on MAPE but higher levels contribute more on weighted-MAPE.
Our proposed approach (SLOTH) has superior performance compared to other methods on both MAPE and weighted-MAPE metrics in most scenarios. Specifically, SLOTH achieves best performance among all models on Labour and M5 datasets, and ranks the second on Tourism dataset and the third on w-MAPE for M5. Besides optimization reconciliation, we also combine our forecasting mechanism with the aforementioned bottom-up and closed-form projection methods, and both methods achieve higher accuracy than the baselines. Even SLOTH-BU, with primitive structure, achieves the best performance in Tourism dataset. Please note that smaller variances indicate that our framework shows stabler performances across various scenarios.

In conclusion, our SLOTH mechanism improves the forecasting performance, and optimized reconciliation generates reasonable coherent predictions without much performance loss. We also assess the gains in the performance across all levels and running time in Appendix D, and the ablation study for each component is presented in Appendix E.

M5 Scheduling Task

In this section, we apply our framework to realistic scenarios with meaningful task-based constraints and targets, using a designed scheduling task for product sales based on M5 dataset. Specifically, we define a meaningful task that minimize the cost of scheduling and inventory with more practical conditions:

- Underestimation and overestimation contribute differently to the final cost. Underestimation implies that the store needs to order more commodity to fulfill the demand, which increases scheduling cost. Overestimation implies that the store has to keep the extra commodity, which increases inventory cost.
- Different levels generate different weighted contribution due to aggregation, e.g., scheduling and inventory costs for the top-levels are less than those for the bottom-levels because the company scale is larger at the top-levels.
- Commodities of different types have different inventory and scheduling costs, since the shelf life for food products is shorter than household products.

Settings. We assume scheduling takes place every week. We set prediction length to 7 and context length to 14. The other penalty settings and target are detailed in Appendix F. We then compare the outcome from the following models:

1. Prediction Net: prediction model that takes the prediction metric (MAE) as the loss for optimization, and bottom-up approach for coherency.
2. Weighted Loss Net: prediction model that takes task cost (weighted-MAE) as the loss for optimization, and bottom-up for coherency.
3. SLOTH: our end-to-end approach that takes both cost and constraints, with the task loss for optimization.

As shown in Figure 4, the prediction Net model performs the best on prediction (MAPE), which is the training objective. As for the task cost, which the scheduler really cares in practice, our SLOTH framework outperforms the Prediction Net by a large margin. Specifically, our model improves the task-cost performance by 36.8% compared to the Prediction Net, while at the same time achieving a similar task loss target as the Weighted Loss Net, but with an improvement of 53.2% in the prediction accuracy.

Conclusion

In this paper, we introduced a novel task-based structure-learning framework (SLOTH) for HTS. We proposed two tree-based mechanisms to utilize the hierarchical structure for HTS forecasting. The top-down convolution integrates the temporal feature of the top-level to enhance stability of dynamic patterns, while the bottom-up attention incorporates the features of the bottom-level to improve the coherency of the temporal features. In the reconciliation step, we applied the deep neural optimization layer to produce the controllable coherent result, which also accommodates complicated realistic task-based constraints and targets under coherency without requiring any explicit post-processing step. We unified the goals of forecasting and decision-making and achieved an end-to-end framework. We conducted extensive empirical evaluations on real-world datasets, where the competitiveness of our method under various conditions against other state-of-the-art methods were demonstrated. Furthermore, our ablation studies proved the efficacy of each component we designed. Our method has also been deployed in the production environment in Ant Group for its cloud resources scheduling.
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