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Abstract

We study a normalizing flow in the latent space of a top-down generator model, in which the normalizing flow model plays the role of the informative prior model of the generator. We propose to jointly learn the latent space normalizing flow prior model and the top-down generator model by a Markov chain Monte Carlo (MCMC)-based maximum likelihood algorithm, where a short-run Langevin sampling from the intractable posterior distribution is performed to infer the latent variables for each observed example, so that the parameters of the normalizing flow prior and the generator can be updated with the inferred latent variables. We show that, under the scenario of non-convergent short-run MCMC, the finite step Langevin dynamics is a flow-like approximate inference model and the learning objective actually follows the perturbation of the maximum likelihood estimation (MLE). We further point out that the learning framework seeks to (i) match the latent space normalizing flow and the aggregated posterior produced by the short-run Langevin flow, and (ii) bias the model from MLE such that the short-run Langevin flow inference is close to the true posterior. Empirical results of extensive experiments validate the effectiveness of the proposed latent space normalizing flow model in the tasks of image generation, image reconstruction, anomaly detection, supervised image inpainting and unsupervised image recovery.

1 Introduction

A flow-based model (Dinh, Krueger, and Bengio 2015; Dinh, Sohl-Dickstein, and Bengio 2016; Kingma and Dhariwal 2018), also known as normalizing flow, represents a data distribution by a non-linear invertible transformation of a simple distribution, e.g., Gaussian distribution. Thanks to the special design of the computation layers of the transformation, the flow-based model defines a normalized probability distribution explicitly, making it convenient for learning, sampling and inference. Specifically, its learning can be handily accomplished by the maximum likelihood estimation with the tractable density function, its sampling can be efficiently achieved by a direct mapping of samples drawn from a Gaussian distribution, and its inference can be easily realized by the inverse transformation of data. Therefore, flow-based models have been widely used for direct modeling of various types of data, such as images (Kingma and Dhariwal 2018), videos (Kumar et al. 2020), point clouds (Yang et al. 2019), audio (Ping et al. 2020) etc.

In spite of the computational convenience, the expressivity of a normalizing flow is constrained by the unnatural design of the invertible transformation. Increasing the model expressivity typically requires significantly enlarging the network structure, thus leading to difficulty in constructing the network architecture and optimizing the network parameters. In order to foster the strengths and circumvent the shortcomings of the normalizing flow, we propose to learn a normalizing flow in the low-dimensional latent space of observed data. The resulting generative model becomes a normalizing flow standing on top of a top-down generator network. The latent space normalizing flow model can not only reserve the computational merit, but also focus on capturing regularities and rules of the data in the continuous latent space without having to care about the data type and data complexity. Also, the learning and the design of a normalizing flow in the latent space is much easier than those in the data space due to the low dimensionality of the latent space. Typically, it can be parameterized by a small invertible multi-layer perceptron that consists of several layers.

Besides, the proposed latent space normalizing flow can be considered an informative prior distribution of the latent variables in the top-down generator model. Compared to the commonly used isotropic Gaussian (or uniform) non-informative prior in the conventional generator model, the informative prior represented by a trainable normalizing flow can significantly increase the expressive power of the entire generator. The normalizing flow model is a good fit for the role of prior distribution in the deep latent variable framework in the sense that (i) the normalizing-flow-based prior can be jointly trained with the top-down network due to the tractability of the prior probability density and (ii) the data generation from the learned model can be explicit and fast because of the ease of the prior sampling. We call our model the latent space flow-based prior model (LFBM).

In this work, we propose a novel and principled way to jointly train the flow-based prior model and the generator via maximum likelihood estimation (MLE). The training process alternates the inference step and the learning step. Each inference step involves Markov chain Monte Carlo (MCMC) sampling of the posterior distribution, which is guided by both the flow-based prior distribution and the top-down gen-
et al. 2020). This work moves the flow-based models from Yang et al. 2019; Ping et al. 2020; Kumar et al. 2020; Shi et al. 2020). This work builds upon the techniques of Dinh, Krueger, and Bengio 2015; Dinh, Sohl-Dickstein, and Bengio 2016; Kingma and Dhariwal 2018; this work to validate the effectiveness of the proposed models and learning algorithms. We summarize the main contributions of our paper as follows: (1) We propose a simple but novel deep generative model where a latent space normalizing flow, which serves as a prior, stands on a single top-down generator network. (2) We propose a natural and principled maximum likelihood learning algorithm to jointly train the latent space normalizing flow and the top-down network with MCMC-based inference over latent variables. (3) We also propose to use short-run Langevin flow as an approximate inference for efficient training. (4) We provide theoretical understanding of the proposed learning framework. (5) We provide extensive and strong experimental results on different aspects, including image synthesis, inference, reconstruction, inpainting and recovery, to validate the effectiveness of the proposed models and learning algorithms.

2 Related Work

Data Space Flow-based Models and Latent Space Flow-based Models. This work builds upon the techniques of normalizing flows, which have been widely applied to data space for representing high-dimensional data distributions directly (Dinh, Krueger, and Bengio 2015; Dinh, Sohl-Dickstein, and Bengio 2016; Kingma and Dhariwal 2018; Yang et al. 2019; Ping et al. 2020; Kumar et al. 2020; Shi et al. 2020). This work moves the flow-based models from data space to latent space for representing low-dimensional latent manifolds from which the observed data are generated. Some prior works, such as Chen et al. (2017); Huang et al. (2017); Ma, Zhou, and Hovy (2019); Xiao, Yan, and Amit (2019); Ding and Gimpel (2021), study flow-based priors in VAE scenarios. Our paper mainly focus on maximum likelihood learning of flow-based priors with short-run Langevin MCMC inference.

Top-down Models with Implicit Density and Explicit Density. A top-down model is a nonlinear generalization of the factor analysis model (Rubin and Thayer 1982) and its density is generally implicit and intractable. Likelihood-based training of a top-down generator model typically relies on either the Markov chain Monte Carlo sampling that evaluates the posterior distribution, such as Han et al. (2017); Xie et al. (2019) or the variational inference that approximates the posterior distribution, such as Kingma and Welling (2014). A normalizing flow is a special top-down model that defines an explicit and normalized probability density and it can be learned by maximizing the exact likelihood of the observed data through a gradient ascent algorithm. Our model also belongs to a top-down model that stacks a top-down model with explicit density on top of the other one with implicit density. Similar to other generic top-down generator models, sampling from our model can also be achieved via direct ancestral sampling. However, the flow-based model at the top serves as a flexible and tractable prior distribution for the top-down model at the bottom.

Latent Space Energy-based Prior. Recently, Pang et al. (2020, 2021); Pang and Wu (2021); Zhang et al. (2021) propose to use deep energy-based models (EBM) (Xie et al. 2016) to serve as flexible priors for top-down generation models. Because an EBM prior defines an unnormalized density, drawing samples from such a prior requires iterative MCMC sampling, thus bringing in inconveniences during the training and sampling of the whole model. Given the inferred latent variables, the update of the latent space EBM prior involves a non-convergent short-run MCMC that samples from the prior, which leads to a biased estimation of the EBM prior distribution (Nijkamp et al. 2019; Xie et al. 2022). In contrast, our normalizing-flow-based prior model doesn’t have such an issue due to its properties of tractable density and fast generation.

MCMC-based Inference. Our LFBM is related to MLE of top-down generator model with MCMC-based inference, which is also called the alternating back-propagation (ABP) learning in Han et al. (2017); Xie et al. (2019, 2020); Zhu et al. (2019); Zhang, Xie, and Barnes (2020); An, Xie, and Li (2021); Xing et al. (2022). The original ABP algorithm is designed to train a generator network with a known and simple Gaussian prior. The LEBM (Pang et al. 2020) generalizes the ABP algorithm to a framework with a trainable and unnormalized energy-based prior model, while our paper generalizes the ABP algorithm to a framework with a trainable and normalized flow-based prior model.

Variational Inference. Most regular variational auto-encoder (VAE) frameworks employ a fixed Gaussian distri-
bution as the prior and use reparameterization trick (Kingma and Welling 2014) to design the amortized inference network that outputs a Gaussian posterior. Some prior works, such as Rezende and Mohamed (2015); Kingma et al. (2016), improve the amortized inference network by using a normalizing flow that outputs a flexible posterior. Our LFBM parameterizes the prior by a normalizing flow, treats the built-in short-run Langevin MCMC as the inference model, and learns them simultaneously from the observed data by following the empirical Bayes principle.

## 3 Proposed Framework

### 3.1 Normalizing Flow in Latent Space

Let \( x \in \mathbb{R}^D \) be an observed signal such as an image, and let \( z \in \mathbb{R}^d \) be the latent variables of \( x \). The joint distribution of the signal and the latent variables \( x, z \) is given by\( p_0(x, z) = p_0(z)p_\beta(x | z) \), where the distribution of \( z \), i.e., \( p_\alpha(z) \), is the prior model parameterized by \( \alpha \), and the conditional distribution of \( x \) given \( z \), i.e., \( p_\beta(x | z) \), is the top-down generation model parameterized by \( \beta \). For notational convenience, let \( \theta = (\alpha, \beta) \).

The top-down generation model is a non-linear transformation of the latent variables \( z \) to generate the signal \( x \), in which the transformation is parameterized by a neural network \( g_\beta : \mathbb{R}^d \rightarrow \mathbb{R}^D \), which is similar to the decoder of a variational auto-encoder (VAE) (Kingma and Welling 2014). To be specific, \( x = g_\beta(z) + \epsilon \), where \( \epsilon \sim \mathcal{N}(0, \sigma^2 I_D) \) is an observation residual. Thus, \( p_\beta(x | z) = \mathcal{N}(g_\beta(z), \sigma^2 I_D) \), where the standard deviation \( \sigma \) is a hyper-parameter and assumed to be given.

For most existing top-down generative models, the prior models are assumed to be non-informative isotropic Gaussian distributions. In this paper, we propose to formulate the prior \( p_\alpha(z) \) as a flow-based model (Dinh, Sohl-Dickstein, and Bengio 2016; Dinh, Krueger, and Bengio 2015; Kingma and Dhariwal 2018), which is of the form

\[
\begin{align*}
    z_0 \sim q_0(z_0), \quad z &= f_\alpha(z_0),
\end{align*}
\]

where \( q_0(z_0) \) is a base distribution and has a simple and tractable density, such as a Gaussian white noise distribution: \( q_0(z_0) = \mathcal{N}(0, I_d) \). \( f_\alpha : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is an invertible or bijective function, which is a composition of a sequence of invertible transformations, i.e., \( f_\alpha(z_0) = f_{\alpha_L} \circ \cdots \circ f_{\alpha_2} \circ f_{\alpha_1}(z_0) \), whose inverse and logarithm of the determinants of the Jacobians can be explicitly obtained in closed form. Examples of such architectures include NICE (Dinh, Sohl-Dickstein, and Bengio 2016), RealNVP (Dinh, Krueger, and Bengio 2015), and Glow (Kingma and Dhariwal 2018).

For \( l = 1, \ldots, L \), let \( z_l = f_{\alpha_l}(z_{l-1}) \) be a sequence of random variables transformed from \( z_0 \), and define \( z := z_L \).

According to the change-of-variable law of probabilities, \( q_0(z_0)dz_0 = p_\alpha(z)dz \), the density of the flow-based prior model can be written as

\[
\begin{align*}
    p_\alpha(z) &= q_0(z_0) \frac{dz_0}{dz} = q_0(f_{\alpha}^{-1}(z)) \left| \frac{\partial f_{\alpha}^{-1}(z)}{\partial z} \right| \\
    &= q_0(f_{\alpha}^{-1}(z)) \prod_{l=1}^{L} \left| \frac{\partial f_{\alpha_l}^{-1}}{\partial z_l} \right|, \quad (2)
\end{align*}
\]

where \( f_{\alpha}^{-1}(z) = f_{\alpha_L}^{-1} \circ \cdots \circ f_{\alpha_2}^{-1} \circ f_{\alpha_1}^{-1}(z) \), and the determinant of the Jacobian matrix \( \det(\partial z_{l-1}/\partial z_l) \) can be easy to compute with well-designed transformation functions in the flow-based models. Typically, choosing transformations that can lead to a triangle Jacobian matrix will simplify the computation of the determinant: \( \det(\partial z_{l-1}/\partial z_l) = \prod \text{diag}(\partial z_{l-1}/\partial z_l) \), where \( \text{diag}() \) takes the diagonal elements of the Jacobian matrix. Thus, the flow-based prior model has two nice properties: (i) analytically tractable normal density (i.e., Eq. (2)), and (ii) easy to draw samples from by using ancestral sampling (i.e., Eq. (1)).

The flow-based prior model in Eq. (1) can be regarded as a flow-based refinement or calibration of the original Gaussian prior distribution \( q_0 \), which is a widely used prior distribution in most top-down generative frameworks. There are two advantages of using flow-based prior models for generative learning: (i) This enables us to learn a flexible prior from data to capture more meaningful latent components compared to those using a simple Gaussian prior model; (ii) The original generator learns \( g_\beta \) to map from a fixed unimodal prior \( q_0 \) to the highly multi-modal data distribution, while in the proposed framework, the flow-based prior model corrects \( q_0 \) such that \( g_\beta \) can be easier to transform the calibrated distribution \( p_\alpha \) to the data distribution.

### 3.2 Maximum Likelihood Learning with Langevin Inference

The top-down generative model with a flow-based prior can be trained via maximum likelihood estimation. For the train-
ing examples \( \{x_i, i = 1, \ldots, N\} \), the observed-data log-likelihood function is given by
\[
\mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \log p_0(x_i),
\]
(3)
where the marginal distribution is obtained by integrating out the latent variables \( z: p_0(x) = \int p_0(x, z)dz = \int p_0(z)p_\beta(x|z)dz \). Maximizing the log-likelihood function \( \mathcal{L}(\theta) \) is equivalent to minimizing the Kullback-Leibler (KL) divergence between the model \( p_\theta(x) \) and the data distribution \( p_{\text{data}}(x) \). The gradient of \( \mathcal{L}(\theta) \) is computed according to
\[
\nabla_\theta \log p_\theta(x) = \mathbb{E}_{p_\theta(z|x)} [\nabla_\theta \log p_\theta(x, z)]
= \mathbb{E}_{p_\theta(z|x)} [\nabla_\theta (\log p_\alpha(z) + \log p_\beta(x|z))],
\]
(4)
where the posterior distribution of \( z \) is given by \( p_\theta(z|x) = p_\theta(x, z)/p_\theta(x) \propto p_\alpha(z)p_\beta(x|z) \). The inference distribution \( p_\theta(z|x) \) is dependent on both the prior model \( \alpha \) and the generation model \( \beta \).

For the flow-based prior model,
\[
\log p_\alpha(z) = \log q_0(f_\alpha^{-1}(z)) + \sum_{i=1}^{L} \log |\det(\frac{\partial z_{i-1}}{\partial z_i})| = \log q_0(z_0) + \sum_{i=1}^{L} \sum \log(\text{diag}(\frac{\partial z_{i-1}}{\partial z_i}))
\]
(5)
where \( \log(\cdot) \) takes element-wise logarithm, and \( \sum(\cdot) \) takes the sum over all elements in a vector. Given a datapoint \( x \), computing its log-likelihood only need one pass of the inverse function \( f_\alpha^{-1} \). We define \( l_\theta(z) = \log p_\alpha(z) \) to explicitly indicate that computing the log-likelihood of \( z \) under the flow-based model is computationally tractable and can be regarded as a function of \( z \). The learning gradient of \( \alpha \) for a datapoint \( x \) is
\[
\nabla_\alpha \log p_\theta(x) = \mathbb{E}_{p_\theta(z|x)} [\nabla_\alpha \log p_\alpha(z)]
= \mathbb{E}_{p_\theta(z|x)} [\nabla_\alpha l_\alpha(z)].
\]
(6)
The update of the latent space flow-based prior model depends on the observed example \( x \), but different from the original data space flow-based model, it treats the latent variables inferred from \( x \) as a training example and seeks to maximize the log-likelihood of the inferred latent variables. The updated \( p_\alpha(z) \) will further influence the inference accuracy of \( p_\theta(z|x) \).

As to the generation model, the learning gradient of \( \beta \) for a datapoint \( x \) is
\[
\nabla_\beta \log p_\theta(x) = \mathbb{E}_{p_\theta(z|x)} [\nabla_\beta \log p_\beta(x|z)].
\]
(7)

Since \( p_\beta(x|z) \) is in the form of a Gaussian distribution with a mean of \( \mu_\beta(z) \) and a standard deviation of \( \sigma \),
\[
\nabla_\beta \log p_\beta(x|z) = \nabla_\beta (-\frac{1}{2\sigma^2}||x - \mu_\beta(z)||^2 + \text{const}) = \frac{1}{\sigma^2} (x - \mu_\beta(z)) \nabla_\beta \mu_\beta(z).
\]
The learning gradient of \( \theta \) in Eq.(4) is decomposed into the learning gradient of \( \alpha \) in Eq.(6) and the learning gradient of \( \beta \) in Eq.(7), both of which involve the expectation with respect to the intractable posterior \( p_\theta(z|x) \), which can be approximated by drawing samples from \( p_\theta(z|x) \) and then computing the Monte Carlo average. Sampling from \( p_\theta(z|x) \) can be achieved by Langevin dynamics that iterates
\[
z_{k+1} = z_{k} + \xi \nabla \log p_\theta(z_k|x) + \sqrt{2\epsilon} \xi_k:
\]
\[
z_{(0)} \sim q_0(z), \xi(k) \sim \mathcal{N}(0, I_d),
\]
(8)
where \( k \) indexes the Langevin time step, \( \nabla \log p_\theta(z|x) = \nabla_\theta \log p_\theta(z) + \nabla_\beta \log p_\beta(x|z) = \nabla_\theta \mu_\theta(z) + \frac{1}{\sigma^2} (x - \mu_\theta(z)) \nabla_\theta \mu_\theta(z), \) and \( \xi \) is the Langevin step size. Algorithm 1 presents the learning algorithm of LFBM. We use the Adam optimizer (Kingma and Ba 2015) to update the parameters.

### 3.3 Perturbation of Maximum Likelihood

The Langevin inference in Eq.(8) is practically non-mixing and non-convergent because MCMC chains from different starting points can get trapped in local modes of the posterior distribution or MCMC chains are not sufficiently long to converge. Using a short-run non-convergent MCMC, e.g., a finite-step Langevin dynamics, as a flow-like approximate inference is more computationally efficient than using a long-run MCMC and more implementationally convenient than using an amortized inference network. We use \( \hat{p}_\theta(z|x) \) to denote the short-run Langevin flow distribution, which is obtained by running a \( K \)-step Langevin dynamics starting from a fixed initial distribution \( q_0(z) \) toward the true posterior \( p_\theta(z|x) \). Strictly speaking, Algorithm 1 with a short-run MCMC inference is a perturbation of maximum likelihood. That is, given \( \theta_t \) at iteration \( t \), the learning gradient of \( \theta \) is
\[
\hat{\mathcal{L}}(\theta) = \mathcal{L}(\theta) - \frac{1}{N} \sum_{i=1}^{N} \mathbb{D}_{\text{KL}}(\hat{p}_\theta(z_i|x_i) || p_\theta(z_i|x_i)),
\]
(9)
which is a lower bound of \( \mathcal{L}(\theta) \). Theoretically, if \( K \to \infty, \xi \to 0, \) \( \mathbb{D}_{\text{KL}}(\hat{p}_\theta(z|x) || p_\theta(z|x)) \to 0 \). The estimate of \( \theta \) is an MLE solution. However, \( \mathbb{D}_{\text{KL}}(\hat{p}_\theta(z|x) || p_\theta(z|x)) \neq 0 \) in practise, the estimate of \( \theta \) is biased from MLE.

In Eq.(9), the first term \( \mathcal{L}(\theta) \) corresponds to MLE, i.e., we want \( p_\theta(x) \) to be close to \( p_{\text{data}} \), while the second KL-divergence term means that we want to bias \( \theta \) from MLE so that \( p_\theta(z|x) \) is close to \( \hat{p}_\theta(z|x) \). In fact, this is not a bad thing because it means we intend to bias the model so that short-run MCMC is close to the true posterior.

The algorithm converges when learning gradients equal to zeros. The resulting estimators of \( \theta = (\alpha, \beta) \) solve the following estimating equations:
\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{p_\theta(z_i|x_i)}[\nabla_\alpha \log p_\theta(z_i)] = 0,
\]
(10)
\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{p_\theta(z_i|x_i)}[\nabla_\beta \log p_\theta(x_i|z_i)] = 0.
\]
(11)

In contrast to LFBM, the latent space energy-based prior model (LEBM) (Pang et al. 2020) adopts an unnormalized energy-based density \( p^\text{ebm}_\alpha(z) \propto \exp(f_\alpha(z))q_0(z) \) as the prior. The MLE of LEBM requires not only MCMC inference from \( p_\beta(z|x) \) but also MCMC sampling from \( p^\text{ebm}_\alpha(z) \). The short-run MCMC inference and sampling cause the
learning algorithm of the LEBM to be a perturbation of MLE. Given \( \theta_t \), the update of \( \theta \) is based on the gradient of

\[
\hat{L}_{\text{LEBM}}(\theta) = \mathcal{L}(\theta) - \frac{1}{N} \sum_{i=1}^{N} \mathbb{D}_{\text{KL}}(\hat{p}_{\theta_t}(z_i|x_i)||p_{\theta}(z_i|x_i)) \\
+ \mathbb{D}_{\text{KL}}(\hat{p}^{\text{ebm}}(z)||p^{\text{ebm}}(z)),
\]

where \( \hat{p}^{\text{ebm}}(z) \) represents the short-run MCMC distribution. The second KL-divergence term in Eq.(12) is due to imperfect sampling from the EBM prior. Our flow-based prior \( p_{\alpha}(z) \) is capable of exact sampling, therefore the second KL-divergence term disappears in Eq.(9). Thus, \( \hat{L}_{\text{LEBM}}(\theta) \) is more biased from MLE than \( \hat{L}(\theta) \).

Algorithm 1: Maximum likelihood learning of latent space normalizing flow model

\textbf{Input:} (1) Observed signals for training \( \{x_i\}_i^N \); (2) Maximum number of learning iterations \( T \); (3) Numbers of Langevin steps for posterior \( K \); (4) Langevin step size \( \xi \) for the posterior; (5) Learning rates for flow-based prior model and the generation model \( \{\alpha, \beta, \xi\} \).

\textbf{Output:} Parameters \( \beta \) for the generation model and \( \alpha \) for the flow-based prior model

1. Randomly initialize \( \alpha \) and \( \beta \)
2. for \( t \leftarrow 1 \) to \( T \) do
3. Sample a batch of observed examples \( \{x_i\}_i^N \)
4. For each \( x_i \), sample the posterior \( z_i \sim p_{\theta}(z|x_i) \) using \( K \) Langevin steps in Eq.(8) with a step size \( \xi \).
5. Update flow-based prior by Adam optimizer with the gradient \( \nabla \alpha \) in Eq.(6) and a learning rate \( \gamma_\alpha \).
6. Update generation model by Adam optimizer with the gradient \( \nabla \beta \) in Eq.(7) and a learning rate \( \gamma_\beta \).
7. end for

3.4 Matching Normalizing Flow Prior and Aggregated Langevin Flow Posterior

We further reveal the interaction between the normalizing flow prior and the Langevin flow posterior in latent space during maximum likelihood estimation. The maximum likelihood learning minimizing the KL-divergence between the aggregated posterior and the prior. Let \( \tilde{p}(x,z) = p_{\text{data}}(x)p_{\theta}(z|x) \), and then the aggregated posterior is \( \tilde{p}(z) = \int \tilde{p}(x,z)dx = \mathbb{E}_{p_{\text{data}}(x)}[p_{\theta}(z|x)] \). Also, we have \( p(x,z) = \tilde{p}(z)\tilde{p}(x) \). We show that

\[
\mathbb{D}_{\text{KL}}(p_{\text{data}}(x)||p_\theta(x)) \\
= \mathbb{D}_{\text{KL}}(p_{\text{data}}(x)p_{\theta}(z|x)||p_\theta(x)p_{\theta}(z|x)) \\
= \mathbb{D}_{\text{KL}}(\tilde{p}(z)||p_{\theta}(z)) + \mathbb{D}_{\text{KL}}(\tilde{p}(x)||p_{\theta}(x)),
\]

which means that the maximum likelihood learning of the whole latent variable involves a behavior that minimizes the KL divergence between the aggregated posterior and the normalizing flow in the latent space.

The above analysis is based on the ideal scenario with a long-run convergent Langevin inference. In our framework, we assume and allow short-run Langevin sampling, and then our objective turns into maximizing the perturbation of maximum likelihood, i.e., \( \log p_{\theta}(x) - \mathbb{D}_{\text{KL}}(\hat{p}_{\theta}(z|x)||p_{\theta}(z|x)) \), or equivalently minimizing \( \mathbb{D}_{\text{KL}}(p_{\text{data}}(x)||p_\theta(x)) + \mathbb{D}_{\text{KL}}(\hat{p}_{\theta}(z|x)||p_{\theta}(z|x)) \). We now generalize the above analysis to the short-run non-convergent Langevin flow scenario. We show that

\[
\mathbb{D}_{\text{KL}}(p_{\text{data}}(x)||p_\theta(x)) + \mathbb{D}_{\text{KL}}(\hat{p}_{\theta}(z|x)||p_{\theta}(z|x)) \\
= \mathbb{D}_{\text{KL}}(p_{\text{data}}(x)p_{\theta}(z|x)||p_{\theta}(x)p_{\theta}(z|x)) \\
= \mathbb{D}_{\text{KL}}(p_{\text{data}}(x)p_{\theta}(z|x)||p_{\theta}(z)p_{\beta}(x)) \\
= \mathbb{D}_{\text{KL}}(p_{\text{data}}(x)||p_{\alpha}(z)) + \mathbb{D}_{\text{KL}}(\hat{p}_{\theta}(z|x)||p_{\beta}(x)),
\]

where \( p_{\text{data}}(z) = \int p_{\text{data}}(x)p_{\theta}(z|x)dx \) is the aggregated posterior, \( \hat{p}_{\theta}(z|x) = p_{\text{data}}(x)p_{\theta}(z|x)/p_{\text{data}}(z) \) is the generation model based on data distribution and the inference model (i.e., short-run Langevin flow). KL-divergence between conditional distributions is understood to be averaged over the variable \( z \) being conditioned upon. In the above, we update \( p_{\alpha}(z) \) to be close to \( p_{\text{data}}(z) \). We update \( p_{\beta}(x|z) \) to be close to \( \hat{p}_{\theta}(x|z) \). Both \( p_{\text{data}}(z) \) and \( \hat{p}_{\theta}(x|z) \) depends on the short-run Langevin flow \( \hat{p}_{\theta}(x|z) \).

Therefore, the learning of our model accomplishes two things: (1) Let the flow-based prior match the aggregated posterior produced by the short-run Langevin flow inference model. (2) Bias the model from MLE so that the short-run Langevin flow inference is close to the true posterior.

4 Experiments

4.1 Experiment Settings

We conduct a set of experiments to examine the effectiveness of the proposed latent space flow-based prior model in image modeling. In particular, we evaluate the model from the perspectives of synthesis, reconstruction and inference. We use SVHN (Netzer et al. 2011), CelebA (Liu et al. 2015), and CIFAR-10 (Krizhevsky 2009) image datasets for generation and reconstruction tasks, and use MNIST (LeCun et al. 1998) dataset for anomaly detection. All the inpainting and recovery experiments are conducted on CelebA face dataset. The network architectures and the hyperparameters are presented in Supplementary Material. The experiments are mainly for the sake of proof of concepts rather than state-of-the-art performance. We will compare our framework with two important baseline methods, which are (1) LFBM-VAE baseline, which trains LFBM using variational inference instead of MCMC inference, (2) LEBM baseline, which uses an energy-based model in the latent space. For fair comparison, the architecture designs of the top-down generators \( g_{\beta} \) in LEBM, LFBM-VAE and ours are the same, and the flow-based prior models \( f_{\alpha} \) in LFBM-VAE and ours are also identical. The design of the inference network of LFBM-VAE follows Kingma et al. (2016), who parameterize the inference network by an encoder followed by an inverse autoregressive flow. The designed network architectures are expected to vary in different datasets due to various image sizes and pattern complexities. We use LFBM-MCMC to denote our LFBM using Langevin inference in order to distinguish from the baseline LFBM-VAE.
4.2 Image Synthesis and Reconstruction

A well-trained latent variable generative model can be useful for generation and reconstruction. We train models on training images of SVHN, CelebA and CIFAR-10 respectively, and generate synthesized examples by first sampling latent vectors from the learned latent space normalizing flow and then transforming the vectors to image space. We calculate the gradients of a modified log-posterior \[ \nabla_x \log p_{\theta}(z|x_m, m) = \nabla_x \log g_{\beta}(x_m | z, m) = \nabla_x \log g_{\beta}(x_m | z, m) + \frac{1}{z} (m \odot (x_m - g_{\beta}(z))) \nabla_x g_{\beta}(z), \]
where \( \odot \) is the element-wise multiplication operator. That is, we evaluate the posterior over only the visible pixels of the images. Each testing image is occluded by a 40 × 40 region mask at the center. The resolution of the images are 64 × 64 pixels. For each testing image, our LFBM-MCMC model can generate diverse and meaningful inpainting results by using different \( z_0 \) sampled from \( q_{\theta}(z) \) to initialize the Langevin chains for inference.

Figure 2 displays some qualitative results, where we compare our LFBM-MCMC model with the baseline LFBM-VAE. Both LFBM-MCMC and LFBM-VAE are trained on fully observed training images of CelebA dataset. For task of inpainting, given an incomplete image with a mask occluding pixels at the center, our LFBM-MCMC first infers the latent variables of the incomplete image by the Langevin flow, and then generate the occluded region of the image by the top-down generator taking the inferred variables as input. As to the LFBM-VAE, the learned inference model in the LFBM-VAE is hard to employ for inferring latent variables from an incomplete data, which means that even though the variational inference is computationally efficient, it is not suitable to infer latent variables from a partially observed image because the encoder can not map a portion of the image into the latent space. In order to use the LFBM-VAE for image inpainting, we abandon the learned inference network, and derive the Langevin dynamics from the learned prior and generator models in LFBM-VAE. We adopt the derived Langevin flow as in the LFBM-MCMC for inference and inpainting. As shown in Figure 2, each row illustrates one inpainting task. The first column displays the original images, and the second column shows the testing images.
that need to be inpainted. The yellow panel shows inpainted images by the LFBM-MCMC, while the green panel shows inpainted images by the LFBM-VAE. Different columns in each panel show different inpainting results due to the different initialization (i.e., randomness) of the inference process. Although the LFBM-VAE adopts the MCMC inference for inpainting, its results are still not as good as those by our LFBM-MCMC. Some obvious artifacts are observed in the inpainting results of the LFBM-VAE. Further, we quantitatively evaluate the image inpainting performance of both LFBM-MCMC and LFBM-VAE in Table 3. We use two metrics, i.e., FID and MSE, to measure the quality of the inpainting performance. We test the models in 10,000 images. For the MSE, we compute the per pixel difference between the inpainting result and the ground truth image within the masked region. Our model outperforms the baseline.

4.4 Anomaly Detection

We evaluate our generative model on anomaly detection of MNIST (LeCun et al. 1998) data. Given a latent variable model that is well-trained on normal examples, we can perform anomaly detection on a testing image \( x \) by firstly inferring its latent variables \( z \) and then computing the logarithm of the joint probability

\[
\log p_\beta(x|z) = l_\alpha(z) - \frac{1}{2\sigma^2} ||x - g_\beta(z)||^2 - \log \sigma \sqrt{2\pi}
\]

as a decision score. The score should be high for a normal example and low for an anomalous one. We can see that a normal example can be well-reconstructed by the learned generator (i.e., small reconstruction error \( ||x - g_\beta(z)||^2 \)) with a correctly inferred latent variables (i.e., high log likelihood in the learned prior distribution \( l_\alpha(z) \)).

Following the same experiment setup as Zenati et al. (2018a); Kumar et al. (2019); Pang et al. (2020), we treat each class of digit images in MNIST dataset as anomaly examples and the remaining 9 classes of digit images as normal examples. We train models only on the normal examples, and then test the models on both the normal and anomalous examples. To quantify the model performance, we compute the area under the precision-recall curve (AUPRC) based on the decision function \( \log p_\beta(x, z) \). We report the mean and variance of AUPRC scores over 10 runs of each experiment. We show the results of our LFBM in Table 4, and compare with the related models, including the VAE (Kingma and Welling 2014), MEG (Kumar et al. 2019), BiGAN-\( \sigma \) (Zenati et al. 2018b), EBM-VAE (Han et al. 2020), LEBM (Pang et al. 2020) and ABP model (Han et al. 2017). From Table 4, we can find that the proposed LFBM can obtain much better results than those of other methods.

4.5 Analysis of Hyperparameters

In Figure 3(a), we show the effects of using different Langevin step sizes and numbers of steps for LFBM. We carry out experiments on SVHN dataset. We can see that the best FID score is achieved when the number of Langevin steps is around 40 and the model with 20 steps can already
give us good results. On the other hand, the optimal step sizes for Langevin flows using different numbers of steps are different. Figure 3(b) displays the effect of tuning latent size. We can see the best result can be achieved in the range from 50 to 100. Figure 3(c) shows FID scores using different depths of the flow-based prior on Cifar10. We find that increasing the depth of the prior can improve the performance.

4.6 Unsupervised Image Recovery

The LFBM can be learned from incomplete training data, e.g., images with occluded pixels. The learning algorithm updates the model parameters by maximizing the likelihood of the visible pixels in training images. This also belongs to unsupervised image inpainting, which is essentially different from the task of supervised image inpainting shown in Section 4.3. Traditional VAE-based frameworks, such as LFBM-VAE, are incapable of learning from incomplete data. To demonstrate this ability of the LFBM, we experiment on 10,000 occluded images that we create. They are selected from the CelebA dataset and occluded with different types of masks. A mask is randomly placed in each image. Two types of masks are designed, including single region mask and salt-and-pepper mask. We specify three different sizes of single regions, e.g., 20 × 20, 30 × 30, and 40 × 40, and three different occlusion percentages of salt-and-pepper masks, e.g., 30%, 50%, and 70%. We compare our LFBM with a fixed Gaussian prior and an energy-based prior learned by MCMC inference. We can evaluate the performance from two aspects: (i) Recovery quality: The incomplete training images are gradually recovered as the learning algorithm proceeds. MSE between recovered images and the corresponding ground truth images at masked regions are calculated; (ii) Generation quality: We use FID to measure the visual quality of the synthesized images, which are generated by models learned from incomplete data. Table 5 and Table 6 show comparisons of our method with the baselines using EBM prior and Gaussian prior in terms of MSE and FID, respectively. Figure 4 shows the recovery results for learning from incomplete training images of the CelebA dataset. We further evaluate the generation capacities of the models trained in this scenario. We present qualitative results in Figure 5, which shows the randomly generated images by the models learned from incomplete images with different occlusion levels. We can see that frameworks using Gaussian priors have the worst generated results. Our LFBM model using Langevin flow as an inference process can generate more realistic images than other baselines in the task of unsupervised learning.

<table>
<thead>
<tr>
<th>Heldout Digit</th>
<th>1</th>
<th>4</th>
<th>7</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAE (Kingma and Welling 2014)</td>
<td>0.063</td>
<td>0.337</td>
<td>0.325</td>
<td>0.148</td>
</tr>
<tr>
<td>MEG (Kumar et al. 2019)</td>
<td>0.281 ± 0.035</td>
<td>0.401 ± 0.061</td>
<td>0.402 ± 0.062</td>
<td>0.290 ± 0.040</td>
</tr>
<tr>
<td>BigAN-σ (Zenati et al. 2018b)</td>
<td>0.287 ± 0.023</td>
<td>0.443 ± 0.029</td>
<td>0.514 ± 0.029</td>
<td>0.347 ± 0.017</td>
</tr>
<tr>
<td>EBM-VAE (Han et al. 2020)</td>
<td>0.297 ± 0.033</td>
<td>0.723 ± 0.042</td>
<td>0.676 ± 0.041</td>
<td>0.490 ± 0.041</td>
</tr>
<tr>
<td>LEBM (Pang et al. 2020)</td>
<td>0.336 ± 0.008</td>
<td>0.630 ± 0.017</td>
<td>0.619 ± 0.013</td>
<td>0.463 ± 0.009</td>
</tr>
<tr>
<td>ABP (Han et al. 2017)</td>
<td>0.095 ± 0.028</td>
<td>0.138 ± 0.037</td>
<td>0.147 ± 0.026</td>
<td>0.138 ± 0.021</td>
</tr>
<tr>
<td>LFBM (ours)</td>
<td>0.349 ± 0.002</td>
<td>0.812 ± 0.007</td>
<td>0.823 ± 0.009</td>
<td>0.682 ± 0.004</td>
</tr>
</tbody>
</table>

Table 4: AUPRC scores (larger is better) for unsupervised anomaly detection. Results are averaged over 10 experiments.

<table>
<thead>
<tr>
<th>Salt and pepper mask</th>
<th>Occ %</th>
<th>30%</th>
<th>50%</th>
<th>70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>flow (ours)</td>
<td>0.0244</td>
<td>0.0317</td>
<td>0.0464</td>
<td></td>
</tr>
<tr>
<td>EBM</td>
<td>0.0256</td>
<td>0.0319</td>
<td>0.0465</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.0259</td>
<td>0.0326</td>
<td>0.0472</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: MSEs of methods with different priors (e.g., flow, EBM and Gaussian) in unsupervised image recovery.

<table>
<thead>
<tr>
<th>Salt and pepper mask</th>
<th>Occ %</th>
<th>30%</th>
<th>50%</th>
<th>70%</th>
</tr>
</thead>
<tbody>
<tr>
<td>flow (ours)</td>
<td>46.2</td>
<td>59.14</td>
<td>86.77</td>
<td></td>
</tr>
<tr>
<td>EBM</td>
<td>52.78</td>
<td>61.91</td>
<td>88.27</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>153.01</td>
<td>156.71</td>
<td>172.77</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: FIDs of methods with different priors (e.g., flow, EBM and Gaussian) in unsupervised image recovery.

5 Conclusion

Summary In this paper, we study modeling the latent space of data by the normalizing flow model and follow the philosophy of empirical Bayes to learn the latent space flow-based model (LFBM) from observed data. Specifically, we propose a novel top-down generative model with a latent space flow-based prior model. We propose a novel learning framework, in which the LFBM built on top of a top-down generative network serves as the prior model of the latent space, and is trained simultaneously with the top-down network in an MCMC-based MLE algorithm. We show that the learning algorithm with a short-run Langevin flow is a perturbation of MLE. The LFBM is more flexible and informa-
tive than Gaussian prior and less biased to MLE than the unnormalized energy-based prior (LEBM). We test our LFBM on a variety of tasks to validate its effectiveness.

Limitation and Future Work In contrast to EBM prior, the normalizing flow prior allows for efficient and unbiased sampling and training of the prior distribution. However, these good properties do not come for free, and the usage of the flow-based prior implies the assumption that the latent variables are computationally efficient to normalize and can be generated by a finite sequence of invertible transformations. This assumption might potentially limit the expressive power of the prior distribution for the latent space. Given the fact that EBM prior is an unnormalized probability density and doesn’t constrain the prior distribution by invertible functions, we may consider combining the representational flexibility of the EBM and the computational tractability of the normalizing flow model to tackle the above limitations. To be specific, we specify a latent space EBM (LEBM) and a latent space flow-based model (LFBM) together to represent the prior distribution. We generalize the data space flow contrastive estimation (FCE) (Gao et al. 2020) to latent space for jointly training the LEBM and the LFBM without relying on MCMC. Flow contrastive estimation (Gao et al. 2020) can be considered as an improved version of noise contrastive estimation (NCE) (Gutmann and Hyvärinen 2010) for training EBM, where the original Gaussian noise is replaced by a normalizing flow to make it closer to the target distribution and a stronger contrast to the EBM. Meanwhile, the flow model is updated by approximately minimizing the Jensen-Shannon divergence between the flow model and the target distribution. In our future work, we will learn both LFBM and LEBM together in the latent space via FCE.
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