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Abstract
The vulnerability of deep neural network models to adversar-
ial example attacks is a practical challenge in many artificial
intelligence applications. A recent line of work shows that
the use of randomization in adversarial training is the key to
find optimal strategies against adversarial example attacks.
However, in a fully randomized setting where both the de-
fender and the attacker can use randomized strategies, there
are no efficient algorithm for finding such an optimal strat-
egy. To fill the gap, we propose the first algorithm of its
kind, called FRAT, which models the problem with a new
infinite-dimensional continuous-time flow on probability dis-
tribution spaces. FRAT maintains a lightweight mixture of
models for the defender, with flexibility to efficiently update
mixing weights and model parameters at each iteration. Fur-
thermore, FRAT utilizes lightweight sampling subroutines to
construct a random strategy for the attacker. We prove that the
continuous-time limit of FRAT converges to a mixed Nash
equilibria in a zero-sum game formed by a defender and an
attacker. Experimental results also demonstrate the efficiency
of FRAT on CIFAR-10 and CIFAR-100 datasets.

Introduction
Deep Neural Network (DNN) models have been shown to
be highly vulnerable to adversarial example attacks, which
are tiny and imperceptible perturbations of the input de-
signed to fool the model (Biggio et al. 2013; Szegedy et al.
2014; Goodfellow, Shlens, and Szegedy 2015). The vulner-
ability severely hindered the use of DNNs in safety-critical
applications and became one of the main concerns of the
artificial intelligence community (Goodfellow, Shlens, and
Szegedy 2015). To improve the robustness of the model to
adversarial examples, various defense strategies have been
proposed in the past few years (Goodfellow, Shlens, and
Szegedy 2015; Papernot et al. 2016; Samangouei, Kabkab,
and Chellappa 2018; Madry et al. 2018; Cohen, Rosen-
feld, and Kolter 2019; Moosavi-Dezfooli et al. 2019; Zhang
et al. 2019; Pinot et al. 2020; Meunier et al. 2021; Gowal
et al. 2021). Among existing strategies, the adversarial train-
ing (AT) approach (Goodfellow, Shlens, and Szegedy 2015;
Madry et al. 2018) is widely recognized as the most success-
ful one (Schott et al. 2018; Pang et al. 2020; Maini, Wong,
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and Kolter 2020; Bai et al. 2021), which usually constructs
a virtual attacker that generates the worst adversarial exam-
ples maximizing the loss in the neighborhood of clean ex-
amples and seeks a robust classification model (classifier)
by minimizing the loss on the generated examples.

Recent studies in the AT literature begin to explore ran-
domized strategies for classifiers that probabilistically mix
multiple classification models and show that stochastic clas-
sifiers are more robust to adversarial examples than a single
deterministic classifier (Xie et al. 2018; Wang, Shi, and Os-
her 2019; Pinot et al. 2019, 2020; Meunier et al. 2021). Pinot
et al. (2020) demonstrate from a game-theoretic perspective
that randomized classifiers provide better worst-case theo-
retical guarantees than deterministic ones when attackers use
deterministic strategies. They empirically show that the mix-
ture of two classifiers obtained by their proposed Boosted
Adversarial Training (BAT) algorithm achieves significant
improvement over the state-of-the-art deterministic classi-
fier produced by the Standard Adversarial Training (SAT)
algorithm (Madry et al. 2018). Later, Meunier et al. (2021)
show that randomized classifiers also outperform determin-
istic ones when attackers are allowed to use sophisticated
randomized attack strategies.

In particular, Meunier et al. (2021) established the exis-
tence of an Mixed Nash Equilibrium (MNE) in randomized
adversarial training games, i.e., there is an optimal random-
ized strategy pair of classifier and attacker such that nei-
ther of them can benefit from unilaterally changing its strat-
egy, whereas when the player uses a deterministic strategy, a
Nash equilibrium may not exist. For problems with discrete
classifier parameter spaces, Meunier et al. (2021) propose
two theoretically-guaranteed algorithms and then heuristi-
cally extend them to problems with continuous parameter.
However, their heuristics are not guaranteed to find an MNE,
and the efficiency may decrease as the number of mixture
components in the randomized classifier increases (see the
results in our experiments).

In this paper, we propose an efficient algorithm named
Fully Randomized Adversarial Training (FRAT) for finding
MNE in the randomized AT game with continuous classifier
parameter spaces. In particular, FRAT maintains a weighted
mixture of classification models for the classifier, where
both model parameters and mixture weights are updated in
each round with relatively low computational cost. Further-
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more, adversarial examples for the randomized attacker are
generated by a restricted sampling subroutine called Pro-
jected Langevin algorithm (PLA), which has similar com-
putations to Projected Gradient Descent (PGD) used in ex-
isting AT algorithms. Note that the actions of the classifier
and the attacker in each round are actually obtained through
a continuous-time stream of discrete game objective func-
tions that converge to the MNE of a randomized AT game.
Our main contributions are summarized as follows.
1. We propose a new hybrid continuous-time flow that ap-

propriately exploits the bilinear problem structure of the
randomized AT game. For the classifier, we adopt the
Wasserstein-Fisher-Rao (WFR) flow of the objective be-
cause it leads to fast convergence of the objective in the
probability space, and efficient update rules for model
parameters and mixture weights can be achieved by dis-
cretizing this flow with the first order Euler scheme;
For the attacker, we first construct a surrogate function
by adding a regularizer to the bilinear game, since it is
often difficult to construct a proper flow for the inner
constrained maximization problem in the original game.
Using this surrogate, a convergent Logit Best Response
(LBR) flow can be derived, whose first order Euler dis-
cretization can be efficiently computed by PLA.

2. We develop analyses for the proposed hybrid continuous-
time flow. With a proper regularization parameter, this
flow is proved to converge at an O(1/T ) rate to an MNE
of the original unregularized AT game under mild as-
sumptions, where T denotes the time.

We conduct numerical experiments on synthetic and real
datasets to compare the performance of the proposed algo-
rithm and existing ones. Experimental results demonstrate
the efficiency of the proposed algorithm.

Related Works
Randomized strategies in adversarial training. Several
works have investigated randomized strategies in adversarial
training (Bulò et al. 2016; Perdomo and Singer 2019; Bose
et al. 2020; Pinot et al. 2020; Meunier et al. 2021). Notably,
Pinot et al. (2020) prove, from a game theoretical point of
view, that randomized classifiers offer better worst-case the-
oretical guarantees than deterministic ones when the attacker
uses deterministic strategies. Meunier et al. (2021) further
show the existence of MNE in the adversarial example game
when both the classifier and the attacker use randomized
strategies. Existing methods for finding randomized strate-
gies can be divided into two classes: (i) noise injection meth-
ods (Xie et al. 2018; Dhillon et al. 2018; Wang, Shi, and
Osher 2019) and (ii) mixed strategy methods (Bulò et al.
2016; Perdomo and Singer 2019; Bose et al. 2020; Pinot
et al. 2020; Meunier et al. 2021), both of which suffer from
critical limitations. The first class of methods inject random
noise into the input data or certain layers of the classification
model, which is shown to be effective in practice but gener-
ally lacks theoretical guarantees. The second class of meth-
ods construct randomized strategies in probability spaces us-
ing game theory, and are usually theoretically-guaranteed.
However, existing methods of this class apply to restricted

settings where the randomized strategies are restricted in
certain families of distributions (Bulò et al. 2016; Bose et al.
2020; Pinot et al. 2020), or the strategy spaces are discrete
and finite (Perdomo and Singer 2019; Meunier et al. 2021).

Algorithms for finding MNE in zero-sum games. In re-
cent years, there has been an increasing interest in finding
mixed Nash equilibria in two-player zero-sum continuous
games (Perkins and Leslie 2014; Hsieh, Liu, and Cevher
2019; Suggala and Netrapalli 2020; Domingo-Enrich et al.
2020; Liu et al. 2021; Ma and Ying 2021). However, these
algorithms are impractical or infeasible for the adversarial
example game. Specifically, the algorithms in (Hsieh, Liu,
and Cevher 2019; Domingo-Enrich et al. 2020; Liu et al.
2021; Ma and Ying 2021) only apply to games on uncon-
strained spaces or manifolds, and do not apply to the adver-
sarial example game in which the strategy space of the at-
tacker is a compact convex constraint set. Although Perkins
and Leslie (2014) and Suggala and Netrapalli (2020) de-
velop algorithms that apply to zero-sum games with com-
pact convex strategy spaces, their algorithms need store all
historical strategies of both the players during the optimiza-
tion process, which is prohibitive for the adversarial example
game with medium to large-scale datasets.

Problem Setting and Algorithm

Problem Setting

The literature of adversarial training usually formulate the
problem of adversarial example defense/attack as an Adver-
sarial Training (AT) game, i.e., a zero-sum game between
the classifier and the attacker (Shaham, Yamada, and Ne-
gahban 2018; Madry et al. 2018). Suppose that we are given
a dataset D = {(xi, yi)}Ni=1, where (xi, yi) ∈ X × Y de-
notes the feature-label pair of the i-th data sample, a classi-
fication model parameterized by θ ∈ Θ, and a loss function
ℓ : Θ × (X × Y) → R. The attacker seeks strong adversar-
ial examples by perturbing sample within a given distance
ε to maximize the loss function ℓ, while the classifier aims
to learn a model that minimizes the loss function defined on
the generated adversarial data samples. Specifically, the de-
terministic AT game is given by

inf
θ∈Θ

1
N

∑N
i=1

(
sup

x̂i∈Bε(xi)

ℓ(θ, (x̂i, yi))
)
, (1)

where Bε(xi) := {x ∈ X : d(x,xi) ≤ ε} and d(·, ·)
denotes the distance function on X . Instead of search-
ing deterministic strategies as in (1), we consider a ran-
domized setting of adversarial training, where the classifier
(resp., the attacker) searches randomized strategies in the
spaceM+

1 (Θ) (resp.,M+
1 (Bε(xi)), i ∈ {1, . . . , N}). Here,

M+
1 (Θ) (resp., M+

1 (Bε(xi))) denotes the Polish space of
Borel probability measures on Θ (resp., Bε(xi)). Note that
a randomized strategy of the attacker can be written as ν :=
(ν1, . . . , νN ) ∈ Σ, where Σ stands for the product space
M+

1 (Bε(x1)) × . . . × M+
1 (Bε(xN )). Then, the random-

ized AT game can be formulated as the following infinite-
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dimensional minimax problem on the probability space

inf
µ∈M+

1 (Θ)
sup
ν∈Σ

{
L(µ, ν) := 1

N

∑N
i=1Eθ∼µ,x∼νi

[ℓ(θ, (x, yi))]
}

(2)
Meunier et al. (2021) prove that under mild assumptions,
there exists a mixed Nash equilibrium in (2), that is, there is
a pair of strategy (µ∗, ν∗) such that, for any µ ∈ M+

1 (Θ)
and ν ∈ Σ, L(µ∗, ν) ≤ L(µ∗, ν∗) ≤ L(µ, ν∗). In con-
trast, the deterministic formulation (1) does not always have
a pure Nash equilibrium (Pinot et al. 2020). This necessitates
the use of randomized strategies for finding Nash equilibria
(see (Meunier et al. 2021) for more discussions).

Entropy regularization. Instead of directly solving (2),
we add an entropy regularization term to make the objec-
tive function strongly concave in ν. Note that this is a com-
mon technique in the infinite-dimensional optimization lit-
erature (Perkins and Leslie 2014; Domingo-Enrich et al.
2020; Ma and Ying 2021; Meunier et al. 2021). Specif-
ically, we define the regularization function as H(ν) :=
1
N

∑N
i=1 KL(νi∥ui), where ui is the uniform distribution

over Bε(xi) and KL(·∥·) denotes the Kullback-Leibler (KL)
divergence, i.e., KL(νi∥ui) =

∫
log( dνi

dui
)dνi, if νi is ab-

solutely continuous w.r.t. ui, otherwise KL(νi∥ui) = +∞.
With this regularization function, we define the regularized
adversarial example game as

infµ∈M+
1 (Θ) supν∈Σ {L(µ, ν)− βH(ν)} , (3)

where β > 0 is the regularization parameter.

The Proposed Algorithm
To solve (3), we propose an algorithm named Fully Ran-
domized Adversarial Training (FRAT). FRAT is derived
by discretizing a continuous-time flow on the probabil-
ity spaces M+

1 (Θ) and Σ. Constructing a continuous-time
flow (defined by an Ordinary/Partial Differential Equation
(ODE/PDE)) and then discretizing it to obtain an algorithm
is a common routine for optimization on the probability
space (Welling and Teh 2011; Liu 2017; Liutkus et al. 2019;
Domingo-Enrich et al. 2020; Ma and Ying 2021). Note that
even for this complicated infinite-dimensional space, it is
feasible to analyze the convergence of a continuous-time
flow using various ODE/PDE analysis tools. With a well-
behaved flow, a practical and efficient discrete-time algo-
rithm can be naturally derived using standard discretization
techniques. This routine has also been widely used to ob-
tain algorithms with good convergence properties for opti-
mization on Rd (see (Su, Boyd, and Candes 2014) and ref-
erences therein). In what follows, we first propose a hybrid
continuous-time flow and then derive the FRAT algorithm.

The Continuous-time Flow. Here, we construct a hybrid
continuous-time flow of (µ(t), ν̄(t)) ∈ M+

1 (Θ) × Σ that
guarantees descent on the space M+

1 (Θ) and ascent on Σ,
where µ(t) and ν̄(t) denote the strategies of the classifier
and the attacker, respectively.

We let the strategy µ(t) of the classifier follow the
Wasserstein-Fisher-Rao (WFR) flow

µ̇(t) = γ∇ ·
(

µ(t)
N

∑N
i=1Ex∼νi(t)[∇θℓ(θ, (x, yi))]

)

+ αµ(t) (L(µ(t), ν(t))− L(δθ, ν(t))) , (4)

with the initial condition µ(0) = µ0 for some µ0 ∈M+
1 (Θ),

where γ and α are non-negative constants and ν(t) =
(ν1(t), . . . , νN (t)) will be defined later. Actually, the WFR
flow (4) is the gradient flow of the objective function L on
the Wasserstein-Fisher-Rao space, and L descends follow-
ing this flow when the strategy ν(t) is kept fixed. Note that
the WFR flow has been widely used in optimization prob-
lems on the probability space, such as over-parameterized
network training (Liero, Mielke, and Savaré 2018; Rotskoff
et al. 2019; Chizat 2022) and unconstrained randomized
zero-sum games (Domingo-Enrich et al. 2020).

The attacker uses the Logit Best Response (LBR) flow
˙̄ν(t) = 1

t (ν(t)− ν̄(t)) (5)

with the initial condition ν̄(t) = ν0 for t ∈ [0, 1]. Here,
ν(t) is the best response to the time-average strategy µ̄(t) :=
1
t

∫ t

0
µ(s)ds of the classifier for t ≥ 1, i.e.,

ν(t) :=

{
ν0, if t ∈ [0, 1)

argmax
ν∈Σ

L(µ̄(t), ν)−βH(ν), otherwise. (6)

The LBR flow has been widely used in constrained games,
where the minimization/maximization sub-problem is de-
fined on constrained sets (Hofbauer and Sandholm 2002;
Perkins and Leslie 2014; Lahkar and Riedel 2015). As
we shall see in the next section, (6) results in increasing
of certain potential function and induces convergence to
MNE when combined with (4). We call the hybrid flow of
(µ(t), ν̄(t)) following (4)-(6) as the WFR-LBR flow.

The Discrete-time Algorithm. To obtain a practical algo-
rithm, we discretize the WFR-LBR flow in both space and
time. The discretization steps are detailed as follows.
1. Discretization of the WFR flow (4). First, we use a

weighted mixture µ̂(t) :=
∑M

j=1 wj(t)δθj(t) ∈ M
+
1 (Θ)

to approximate µ(t) defined on the whole space, where
M is a fixed integer, δθj(t) is the Dirac measure of mass 1
at the particle θj(t), wj(t) ≥ 0 is the mixing weight such
that

∑M
j=1 wj(t) = 1. Then, we construct the following

continuous-time flow for θj(t) and wj(t){
θ̇j(t) =−γ

N

∑N
i=1 Ex∼νi(t)[∇θℓ(θj(t), (x, yi))]

ẇj(t)=α
(
L(µ(t), ν(t))−L(δθj(t), ν(t))

)
wj(t).

(7)

Note that (4) is actually derived from (7) and the mean
field limit of (7) converges to (4) (Domingo-Enrich et al.
2020). By applying the first order Euler discretization
to (7), we obtain the following update ruleθ

(t+1)
j =θ

(t)
j −

η
N

∑N
i=1∇θℓ(θ

(t)
j , (x̂

(t)
i , yi))

w
(t+1)
j =

w
(t)
j exp(− η′

N

∑N
i=1 ℓ(θ

(t)
j ,(x̂

(t)
i ,yi)))∑M

j=1 w
(t)
j exp(− η′

N

∑N
i=1 ℓ(θ

(t)
j ,(x̂

(t)
i ,yi)))

,
(8)

where η and η′ are positive step sizes and the superscript
(t) denotes the discrete time step. This update rule moves
each particle θj(t) along the negative gradient direction
to decrease the loss value and adjusts the weights so that
particles with lower loss values have larger weights.
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2. Discretization of the LBR flow of (5). The first order Eu-
ler discretization of (5) leads to

ν̄
(t+1)
i ← t+1

t+2 ν̄
(t)
i + 1

t+2ν
(t+1)
i , (9)

As both ν̄ and νi are infinite-dimensional variables, it is
generally hard to compute the above Euler discretization.
It can be verified that the maximization problem in (6)
has a unique solution ν(t), and each νi(t) has the density

pνi
(x) =

exp(β−1Eθ∼µ̄(t)[ℓ(θ,(x,yi))])∫
Bε(xi)

exp(β−1Eθ∼µ̄(t)[ℓ(θ,(x,yi))])dx
. (10)

Thus, we can use the stochastic approximation tech-
nique to approximate νi(t) by drawing a sample from
ν
(t+1)
i (10), and obtain the following update rule

ν̄
(t+1)
i ← t+1

t+2 ν̄
(t)
i + 1

t+2δx̂(t+1)
i

, (11)

where the initial distribution ν̄
(0)
i = δ

x̂
(0)
i

for some

x̂
(0)
i ∈ Bε(xi), and x̂

(t+1)
i is sampled from (10). Note

that the objective function in (6) is the sum of a lin-
ear function and a nonlinear regularization function.
Thereby, the update rule of ν̄ can be viewed as the Gen-
eralized Frank-Wolfe (aka Generalized Conditional Gra-
dient) algorithm (Bonesky et al. 2007; Bredies, Lorenz,
and Maass 2009) on the probability measure space. In ad-
dition, the update rule of ν̄ is an extension of the stochas-
tic fictitious play (Hofbauer and Sandholm 2002; Perkins
and Leslie 2014) from the one-dimensional space to a
high-dimensional space.

By combining the update rules (8) and (11), we obtain the
FRAT algorithm, which is summarized in Algorithm 1. On
line 1 of Algorithm 1, the strategies of the classifier and the
attacker are initialized. Lines 3-6 computes the update di-
rection of the classifier’s strategy. Specifically, line 3 (resp.,
lines 4-5) computes model parameters (resp., weights) of the
classifier’s update direction, and line 6 combines the weights
and models to obtain the update direction. Line 7 constructs
the attacker’s update direction by sampling from the distri-
bution in (10). Finally, the two players update their strategies
on lines 8 and 9, respectively.

To sample from the distribution ν
(t)
i which is supported

on the constraint set Bε(xi), we resort to an efficient con-
strained sampling method called the Projected Langevin Al-
gorithm (PLA) (Bubeck, Eldan, and Lehec 2018). PLA pro-
duces an approximate sample by performing the following
update step for multiple iterations

x̂i←ΠBε(xi)
(x̂i+

λ
2βEθ∼µ̄(t)∇xℓ(θ, (x̂i, yi))+ω

√
λξ), (12)

where ΠBε(xi)
(·) denotes the projection onto Bε(xi), λ is

the step size, ω is a constant, and ξ is sampled in each it-
eration from N (0, I), i.e., the Gaussian distribution with
mean 0 and covariance matrix I. Actually, the PLA algo-
rithm can be viewed as a variant of Projected Gradient De-
scent (PGD) with the only addition of Gaussian noise per-
turbations. Thus, the computational cost of PLA is similar
to PGD which is used in existing AT algorithms.

In what follows, we discuss some tricks and techniques to
speed up the proposed algorithm.

Algorithm 1: Fully Randomized Adversarial Training.

Input: IID samples θ(0)1 , . . . , θ
(0)
M from µ(0) ∈M+

1 (Θ),
an IID sample x̂

(0)
i from ν

(0)
i ∈ M+

1 (Bε(xi)) for each
i ∈ {1, . . . , N}, initial weights w

(0)
j = 1/M for j ∈

{1, . . . ,M}, and step sizes η and η′.
1: µ̄(0) ←

∑M
j=1 w

(0)
j δ

θ
(0)
j

, ν̄(0)i ← δ
x̂
(0)
i

for each i ∈
{1, . . . , N};

2: for t = 0, . . . , T − 1 do
3: θ

(t+1)
j ← θ

(t)
j − η

N

∑N
i=1∇θℓ(θ

(t)
j , (x̂

(t)
i , yi)) for

each j ∈ {1, . . . ,M};
4: ŵ

(t+1)
j ← w

(t)
j exp(− η′

N

∑N
i=1 ℓ(θ

(t)
j , (x̂

(t)
i , yi))) for

each j ∈ {1, . . . ,M};
5: w

(t+1)
j ← ŵ

(t+1)
j /

∑M
j=1 ŵ

(t+1)
j for each j ∈

{1, . . . ,M};
6: µ(t+1) ←

∑M
j=1 w

(t+1)
j δ

θ
(t+1)
j

;

7: Sample x̂
(t+1)
i from ν

(t+1)
i defined in (10) for each

i ∈ {1, . . . , N};
8: µ̄(t+1) ← t+1

t+2 µ̄
(t) + 1

t+2µ
(t+1);

9: ν̄
(t+1)
i ← t+1

t+2 ν̄
(t)
i + 1

t+2δx̂(t+1)
i

for each i ∈
{1, . . . , N};

10: end for
Return µ̄(T ) and {ν̄(T )

i }Ni=1.

1. In practice, it is not necessary to sample {x̂(t)
1 , . . . , x̂

(t)
N }

in step 7 and store them for calculating ν̄(t) in step 9 as in
a defense task, the defender is only concerned with find-
ing an optimal classifier, and thus the output strategy of
the attacker is negligible. We only need to sample x̂

(t)
i ’s

in step 3 and 4 according to (10) with µ̄(t). This greatly
reduces the storage cost.

2. The second technique is to use stochastic minibatch
gradients to approximate the full gradient. Specifically,
in the update steps of θ

(t)
j and w

(t)
j , we can sam-

ple a minibatch Bx of the perturbed data samples
from {x̂(t)

1 , . . . , x̂
(t)
N } to estimate the exact loss value

1
N

∑N
i=1 ℓ(θ

(t)
j , (x̂

(t)
i , yi)) and its gradient. In this way,

we can perform the sampling subroutine on line 7 of Al-
gorithm 1 for only a minibatch of data points in each it-
eration because the rest are unused.

3. In each step (12) of PLA, we can also randomly se-
lect a minibatch Bµ from {µ(0), . . . , µ(t)} to approxi-
mate the full gradient Eθ∼µ̄(t) [∇ℓ(θ, (x, yi))]. Further-
more, to reduce the space complexity, we can maintain
a sliding window {µ(t−|Bµ|+1), . . . , µ(t)} and compute
1

|Bµ|
∑t

s=t−|Bµ|+1 Eθ∼µ(s) [∇ℓ(θ, (x, yi))] as a surrogate
of Eθ∼µ̄(t) [∇ℓ(θ, (x, yi))].

By using the above techniques and an S-step PLA algorithm
as the sampling subroutine, FRAT computes (M |Bx| +
MS|Bµ||Bx|) gradients in each iteration, where the com-
putation over Bµ can be parallelized. In comparison, the
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SAT algorithm (Madry et al. 2018) with S steps of PGD at-
tack in each iteration computes (S+1)|Bx| gradients. Thus,
when M and |Bµ| are small, our algorithm has a similar per-
iteration computation time to SAT.

Analysis
In this section, we show that the continuous-time flow (4)
and (5) converges to an approximate MNE. Here, we only
present the major results and defer the detailed analyses to
the long version of this paper. Throughout our analysis, the
following three assumptions are required.

Assumption 1. The loss function ℓ : Θ × (X × Y) → R
satisfies the following conditions: (i) the function ℓ is non-
negative and Borel measurable; (ii) ℓ(θ, (x, y)) is continu-
ous differentiable and G-Lipschitz w.r.t. (θ,x); (iii) ∃U > 0,
∀θ ∈ Θ and (x, y) ∈ X × Y , 0 ≤ ℓ(θ, (x, y)) ≤ U .

Assumption 2. Θ is a compact Riemannian manifold with-
out boundary of dimension dθ embedded in RDθ . For all
θ ∈ Θ, Vol(Bε(θ)) ≥ e−Kεdθ , where the volume is defined
in terms of the Borel measure of Θ.

Assumption 3. The initial distribution µ0 of the classifier
has a Radon-Nikodym derivative ρ := dµ0

dθ with respect to
the Borel measure of Θ and ρ(θ) ≥ e−K′

for all θ ∈ Θ.
Similarly, ν0i also has a Radon-Nikodym derivative qi :=
dν0

i

dx with respect to the Lebesgue measure of Bε(xi) for all
i ∈ {1, . . . , N} and qi(x) > 0 for all x ∈ Bε(xi).

Under Assumptions 1 and 2, the infimum and supremum
in both the problems (2) and (3) can be achieved, and there
exists MNE in these problems. We refer the reader to the
long version of this paper for details. A natural metric for
measuring the quality of a candidate solution (µ̃, ν̃) of the
regularized problem (3) is the primal-dual gap

Gβ(µ̃, ν̃) := sup
ν∈×N

i=1M
+
1 (Bε(xi))

{L(µ̃, ν)− βH(ν)}

− inf
µ∈M+

1 (Θ)
{L(µ(T ), ν̃)− βH(ν̃)}. (13)

Note that when Gβ(µ̃, ν̃) = 0, (µ̃, ν̃) is an MNE of (3). In the
case β = 0, Gβ is the primal-dual gap for the problem (2).

Regularization Error Analysis

In the following theorem, we provide an upper bound of the
approximation error due to the entropy regularization.

Theorem 1. Let X be Rdx equipped with the ℓ∞ norm and
let Bε(xi) = {x ∈ X : ∥x − xi∥∞} ≤ ε. Under Assump-
tion 1 and the condition 0 < β ≤ ε/dx, we have

G0(µ̃, ν̃) ≤ Gβ(µ̃, ν̃) + βdx log
2εG
βdx

+ βdx.

Theorem 1 shows that an (approximate) MNE of (3) is
still an approximate MNE of (2) when the regularization
level β is sufficiently small.

Convergence Analysis
In what follows, we analyze the convergence rate of the pro-
posed WFR-LBR dynamics. By the definition of ν(T ) in (6),
when T ≥ 1, the primal-dual gap of (µ̄(T ), ν̄(T )) produced
by the WFR-LBR flow can be written as

Gβ(µ̄(T ), ν̄(T )) = L(µ̄(T ), ν(T ))− βH(ν(T ))
− inf

µ∈M+
1 (Θ)
{L(µ(T ), ν̄(T ))− βH(ν̄(T ))}, (14)

We construct two new potential functions Rµ(T ) and
Rν(T ) that allow us to separately analyzing the convergence
of the classifier and the attacker
Rµ(T ) :=

1
T

∫ T

0
L(µ(t), ν(t))dt− L(µ∗(T ), ν̄(T ))

Rν(T ) := L(µ̄(T ), ν(T ))− βH(ν(T ))
− 1

T

∫ T

0
L(µ(t), ν(t))dt+ βH(ν̄(T )),

(15)

where µ∗(T ) is defined as µ∗(T ) ∈
argminµ∈M+

1 (Θ)L(µ, ν̄(T )). Note that Gβ(µ̄(T ), ν̄(T )) =

Rµ(T ) + Rν(T ) when T ≥ 1. Therefore, to analyze the
convergence of Gβ(µ̄(T ), ν̄(T )), it suffices to bound the
two potential functions. The upper bounds of Rµ(T ) and
Rν(T ) are provided in Lemmas 1 and 2 below, respectively.
Lemma 1. Under Assumptions 1-3, Rµ(T ) ≤ 1

αT (K +

K ′ + dθ(1− log dθ + log(α(U +G)T ))) + γ
2 (U +G)2T.

By Lemma 1, with sufficiently small γ and large enough
α and T , we can boundRµ(T ) by any desired accuracy.
Lemma 2. Under Assumptions 1-3, ∀T ≥ 1, we have
Rν(T ) ≤ 1

TRν(1), whereRν(1) = maxν∈Σ{L(µ̄(1), ν)−
βH(ν)} − (L(µ̄(1), ν0)− βH(ν0)) ≥ 0.

Lemma 2 indicates that the potential function Rν(T ) de-
creases at an O(1/T ) rate. By combining Lemmas 1 and 2,
we obtain the following convergence result.
Theorem 2. Under Assumptions 1-3, for any T ≥ 1, we
have Gβ(µ̄(T ), ν̄(T )) ≤ 1

αT (K + K ′ + dθ(1 − log dθ +

log(α(U +G)T ))) + γ
2 (U +G)2T + 1

TRν(1).

Theorem 2 shows that if we set α = O(1) and γ =

O(1/T 2), (µ̄(T ), ν̄(T )) is an Õ(1/T )-approximate mixed
Nash equilibrium of the regularized game (3). Further, under
the condition of Theorem 1 and the additional condition that
β ≤ O(1/T ), (µ̄(T ), ν̄(T )) is also an Õ(1/T )-approximate
mixed Nash equilibrium of the original game (2).

Numerical Experiments
In this section, we conduct numerical experiments on syn-
thetic and real datasets to demonstrate the efficiency of the
proposed algorithm.1 We compare the proposed FRAT al-
gorithm with SAT (Madry et al. 2018), Boosted Adversar-
ial Training (BAT) (Pinot et al. 2020), and the algorithms
in (Meunier et al. 2021). Note that SAT produces a single
deterministic classification model, BAT produces a mixture
of 2 models, and FRAT and those in (Meunier et al. 2021)
produce mixtures of classification models with tunable sizes.

1Source code: https://github.com/xjiajiahao/fully-randomized-
adversarial-training

10494



0 1 2 3 4 5

100

101 SAT
BAT
Oracle
Regularized
ATM
FRAT

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

0 1 2 3 4 5

100

101

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

Figure 1: Results on the synthetic dataset. The first (resp.,
second) row reports the robust loss and accuracies on the
training (resp., test) dataset. Each curve corresponds to the
mean value over 6 runs with the shaded area covering the
minimum/maximum values.

Experiment on Synthetic Data
In the first experiment, we consider training adversarially
robust classifiers on a synthetic dataset following (Meunier
et al. 2021). The synthetic data distribution P (x, y) is con-
structed as follows. First, we let the feature space X be
R2 and the label space Y = {−1,+1}. Then, we set the
marginal distribution of the label as P (y = +1) = P (y =
−1) = 1/2 and set the conditional distribution of the fea-
tures as P (x|y = +1) = 3

4N ((3, 0), I2)+
1
4N ((−3, 0), I2)

and P (x|y = −1) = N ((0, 0), I2). Here, I2 denotes the
identity matrix in R2×2 and N (x, I2) denotes the Gaussian
distribution with mean x and covariance matrix I2. We gen-
erate the training dataset by randomly drawing N = 100
data samples from the distribution P (x, y). The test dataset
is independently generated in the same way. We use linear
classification models of the form θ = (wT , b)T ∈ Θ = R3,
where w ∈ R2 and b ∈ R are the weight and bias parame-
ters, respectively. The loss function ℓ(θ, (x, y)) and the con-
straint set Bε in (1) are defined as the logistic loss function
and the ℓ2 norm ball with radius ε, respectively.

We compare FRAT with five baselines: SAT, BAT, and
the oracle algorithm, the regularized algorithm, and the Ad-
versarial Training of Mixtures (ATM) algorithm in (Meunier
et al. 2021). Note that the oracle algorithm and the regular-
ized algorithm are restricted to the case where Θ is finite
discrete space. To apply these two algorithms in our exper-
iment, we follow (Meunier et al. 2021) and generate a fi-
nite discrete model space by randomly sampling 20 linear
models from [−7, 7]2 with accuracies higher than 0.6 on the
clean training data. For a fair comparison, we set the size of
the mixture of models in FRAT and ATM to 20 and initialize
the 20 models randomly. In the implementation of FRAT, we
use the PLA algorithm described previously as the sampling
subroutine, and the expectation in (12) is estimated by draw-
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Figure 2: Results on the CIFAR-10 (top) and CIFAR-100
(bottom) datasets. The left (resp., right) column shows the
test accuracy against 20 steps of PGD attack (resp, the natu-
ral accuracy on the clean test data).

ing 100 models from {µ(0), . . . , µ(t)} when t ≥ 100. The
regularization parameter in both FRAT and the regularized
algorithm in (Meunier et al. 2021) is set to 0.01. In addi-
tion, to approximate the inner maximization problem in (1),
which is required by SAT, BAT, the oracle algorithm, and
ATM, we first uniformly sample 1000 points from Bε(xi)
and then selects the one maximizing the loss, where xi is
the feature vector of a sample to be attacked. We run each al-
gorithm until convergence under different perturbation sizes
from the range {0, 0.1, 0.2, . . . , 5.0}.

The experimental results are shown in Figure 1. Gener-
ally, it can be observed that FRAT achieves the lowest ro-
bust training/test loss and highest training/test accuracies
among the 6 algorithms, where the robust training/test loss
is the loss value of the classifier on the perturbed train-
ing/test data samples generated by the adversary described
above, and the robust training/test accuracy is defined ac-
cordingly. Moreover, our FRAT algorithm constantly out-
performs other methods by a large margin in terms of the
robust training/test accuracies for large perturbation level
(ε > 2.5). We also observe that BAT slightly outperforms
SAT in terms of the robust training and test accuracies, and
ATM is slightly inferior to SAT under a large range of ε. The
oracle and the regularized algorithms, which only update the
mixing weights of the initialized models and keep the model
parameters fixed during training, are significantly inferior to
other algorithms. These two algorithms also have high vari-
ance among different runs, implying that their performance
is sensitive to the quality of the initialized models.

Experiments on Real Data
To demonstrate the efficiency of the proposed algorithm in
practice, we conduct experiments on CIFAR-10 and CIFAR-
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Dataset Algorithm Natural Test Accuracy APGDCE APGDDLR APGDCE & APGDDLR

CIFAR-10

SAT 80.6 49.7 48.1 47.6
BAT 80.6 53.3 45.2 45.0

ATM (2 models) 79.6 50.2 47.7 47.3
FRAT (2 models) 81.1 50.9 49.3 48.5
ATM (3 models) 79.2 50.4 47.8 47.3
FRAT (3 models) 81.1 51.5 49.7 48.9
ATM (4 models) 79.2 50.4 47.7 47.3
FRAT (4 models) 81.6 52.1 50.1 49.4

CIFAR-100

SAT 54.1 26.5 23.4 23.2
BAT 52.5 28.9 22.6 22.5

ATM (2 models) 54.9 27.5 24.1 23.7
FRAT (2 models) 54.6 27.5 24.3 23.9
ATM (3 models) 54.5 27.9 24.4 24.1
FRAT (3 models) 54.8 28.4 25.5 24.9
ATM (4 models) 54.2 27.9 24.6 24.2
FRAT (4 models) 55.6 28.7 26.1 25.5

Table 1: Results of the compared algorithms on CIFAR-10 and CIFAR-100 datasets. The third column shows the natural
accuracy on the clean test data. The fourth (resp., fifth) column correspond to the robust test accuracies against AutoPGDCE
(resp., APGDDLR). The last column presents the robust accuracy against the combination of AutoPGDCE and APGDDLR attacks.

100 datasets (Krizhevsky, Hinton et al. 2009). We compare
FRAT with SAT, BAT, and ATM. The oracle and regularized
algorithms in (Meunier et al. 2021) are excluded from our
baselines as they are impractical in high-dimensional spaces.
For ATM and FRAT, we test different sizes M of the mix-
ture in the range {2, 3, 4}, and denote the corresponding al-
gorithms as ATM/FRAT (M models). We basically follow
the experimental setting in (Meunier et al. 2021). The de-
tailed setting is deferred to the long version of this paper.
For FRAT, we implement the sampling subroutine with 10
steps of PLA (12), where the noise level γ is set to 0.0001
and the expectation over µ̄(t) is approximated with the slid-
ing window trick described previously. We set the size of the
sliding window to 1, which already performs well. The av-
erage runtime per iteration of SAT is 0.72 s on CIFAR-10
(resp., 1.63 s on CIFAR-100); FRAT with M = 2, 3, and 4
models take 1.50 s, 2.24 s, and 3.19 s on CIFAR-10 (resp.,
1.63 s, 2.30 s, and 2.87 s on CIFAR-100), which are about
M times of SAT and corroborate our analysis.

After training, we evaluate the classifier obtained by each
algorithm using an adapted version of AutoPGD untargeted
attacks (Croce and Hein 2020) with both Cross Entropy (CE)
and Difference of Logits Ratio (DLR) loss. We refer to these
two attacks as APGDCE and APGDDLR.

The training curves of SAT, ATM, and FRAT are shown
in Figure 2, where the robust test accuracy is the accuracy of
a classifier on perturbed data samples generated by 20 steps
of PGD attack (PGD20 for short), and the natural test ac-
curacy is the accuracy on clean data samples. Note that the
result of BAT is excluded, because it is not an iterative algo-
rithm but rather a one-step boosting method based on SAT.
In addition, we terminate the training when the performance
plateaus. We observe that both ATM and FRAT with mixture
sizes in the range {2, 3, 4} achieve higher robust test accu-

racies than that of SAT, while the natural test accuracies of
all algorithms are similar. This demonstrates the efficiency
of using randomized strategies. Moreover, FRAT converges
faster than ATM in terms of both the robust and natural ac-
curacies when they use the same mixture size, and the robust
test accuracy of FRAT at convergence is higher than that of
ATM. Note that as the size M of the mixture increases, the
convergence rate of ATM slows down significantly, whereas
the convergence rate of FRAT is less affected by the size M .

Table 1 compares the performance of SAT, BAT, ATM,
and FRAT after training. We can see that as M increases,
the performance of FRAT improves, and FRAT with M = 4
achieves the best natural test accuracy, the accuracy against
APGDDLR, and the accuracy against APGDCE & APGDDLR.
We also observe that FRAT outperforms ATM when they
use the same size M , and FRAT with M = 2 already out-
performs SAT and BAT. These results demonstrate the ro-
bustness of FRAT against strong attacks, and the superiority
of FRAT over SAT, BAT, and ATM. Note that as the train-
ing procedure of BAT uses the CE loss to generate adversar-
ial examples, BAT achieves the best performance in terms
of the accuracy against APGDCE. However, BAT performs
worse in terms of the accuracy against the APGDDLR attack
and the APGDCE & APGDCE attack, which indicates that
BAT is vulnerable to general attacks other than CE.

Conclusion
In this paper, we propose an efficient algorithm for finding
optimal randomized strategies in the AT game. Our algo-
rithm FRAT is obtained by discretizing a new continuous-
time and interacting flow that properly exploits the problem
structure. We prove that this flow converges to an MNE at a
sublinear rate. Experimental results demonstrate the advan-
tages of FRAT over existing ones.
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