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Abstract

In many real-world applications of reinforcement learning (RL), performing actions requires consuming certain types of resources that are non-replenishable in each episode. Typical applications include robotic control with limited energy and video games with consumable items. In tasks with non-replenishable resources, we observe that popular RL methods such as soft actor critic suffer from poor sample efficiency. The major reason is that, they tend to exhaust resources fast and thus the subsequent exploration is severely restricted due to the absence of resources. To address this challenge, we first formalize the aforementioned problem as a resource-restricted reinforcement learning, and then propose a novel resource-aware exploration bonus (RAEB) to make reasonable usage of resources. An appealing feature of RAEB is that, it can significantly reduce unnecessary resource-consuming trials while effectively encouraging the agent to explore unvisited states. Experiments demonstrate that the proposed RAEB significantly outperforms state-of-the-art exploration strategies in resource-restricted reinforcement learning environments, improving the sample efficiency by up to an order of magnitude.

1 Introduction

Performing actions requires consuming certain types of resources in many real-world decision-making tasks (Kormushev et al. 2011; Kempka et al. 2016; Bhatia, Varakantham, and Kumar 2019; Cui et al. 2020). For example, the availability of the action “jump” depends on the remaining energy in robotic control (Grizzle et al. 2014). Another example is that the availability of a specific skill depends on a certain type of in-game items in video games (Vinyals et al. 2019). Therefore, making reasonable usage of resources is one of the keys to success in decision-making tasks with limited resources. (Bhatia, Varakantham, and Kumar 2019). In recent years, reinforcement learning (RL) has achieved success in decision-making tasks from games to robotic control in simulators (Schulman et al. 2015; Silver et al. 2017). However, RL with limited resources has not been well studied, and RL methods can struggle to make reasonable usage of resources. In this paper, we take the first step towards studying RL with resources that are non-replenishable in each episode, which can be extremely challenging and is very common in the real world. Typical applications include robotic control with non-replenishable energy (Kormushev et al. 2011; Kormushev, Calinon, and Caldwell 2013) and video games with non-replenishable in-game items (Kempka et al. 2016; Resnick et al. 2018).

This paper begins by evaluating several popular RL algorithms, including proximal policy optimization (PPO) (Schulman et al. 2017) and soft actor critic (SAC) (Haarnoja et al. 2018), in various tasks with non-replenishable resources. We find these algorithms struggle to explore the environments efficiently and suffer from poor sample efficiency. Moreover, we empirically show that the surprise-based exploration method (Achiam and Sastry 2017), one of the state-of-the-art advanced exploration strategies, still suffers from poor sample efficiency. Even worse, we observe that some of these algorithms struggle to perform better than random agents in these tasks. We further perform an in-depth analysis of this challenge, and find that the exploration is severely restricted by the resources. As the available actions depend on the remaining resources and these algorithms tend to exhaust resources rapidly, the subsequent resource-consuming exploration is severely restricted. However, resource-consuming actions are usually significant for achieving high rewards, such as consuming consumable items in video games. Therefore, these algorithms suffer from inefficient exploration. (See Section 5)

To address this challenge, we first formalize the aforementioned problems as a resource-restricted reinforcement learning (RRL), where the available actions largely depend on the remaining resources. Specifically, we augment the Markov Decision Process (Sutton and Barto 2018) with resource-related information that is easily accessible in many real-world tasks, including a key map from a state to its remaining resources. We then propose a novel resource-aware exploration bonus (RAEB) that significantly improves the exploration efficiency by making reasonable usage of resources. Based on the observation that the accessible state set of a given state—which the agent can possibly reach from the given state—largely depends on the remaining resources of the given state and large accessible state sets are essential for efficient exploration in these
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tasks, RAEB encourages the agent to explore unvisited states that have large accessible state sets. Specifically, we quantify the RAEB of a given state by its novelty and remaining resources, which simultaneously promotes novelty-seeking and resource-saving exploration.

To compare RAEB with the baselines, we design a range of robotic delivery and autonomous electric robot tasks based on Gym (Brockman et al. 2016) and Mujoco (Todorov, Erez, and Tassa 2012). In these tasks, we regard goods and/or electricity as resources (see Section 5). Experiments demonstrate that the proposed RAEB significantly outperforms state-of-the-art exploration strategies in several challenging R3L environments, improving the sample efficiency by up to an order of magnitude. Moreover, we empirically show that our proposed approach significantly reduces unnecessary resource-consuming trials while effectively encouraging the agent to explore unvisited states.

2 Related Work

Decision-making tasks with limited resources Some work has studied the applications of reinforcement learning in specific resource-related tasks, such as job scheduling (Zhang and Dietterich 1995; Cui et al. 2020), resource allocation (Tesauro et al. 2005), and unmanned glider soaring (Chung, Lawrance, and Sukkarieh 2014). However, they are application-customized, and thus general problems of RL with limited resources have not been well studied. In this paper, we take the first step towards studying RL with resources that are non-replacable in each episode.

Intrinsic reward-based exploration Efficient exploration remains a major challenge in reinforcement learning. It is common to generate intrinsic rewards to guide efficient exploration. Existing intrinsic reward-based exploration methods include count-based (Strehl and Littman 2004; Bellemare et al. 2016), prediction-error-based (Pathak et al. 2017; Achiam and Sastry 2017), information-gain-based (Houthooft et al. 2016; Shyam, Jaskowski, and Gomez 2019), and empowerment-based (Mohamed and Jimenez Rezende 2015) methods. Our proposed RAEB is also an intrinsic reward. However, RAEB promotes efficient exploration in R3L tasks while previous exploration methods struggle to explore R3L environments efficiently.

Constrained reinforcement learning Constrained reinforcement learning is an active topic in RL research. Constrained reinforcement learning methods (Achiam et al. 2017; Ding et al. 2017; Chen et al. 2020) address the challenge of learning policies that maximize the expected return while satisfying the constraints. Although there exist resource constraints that the quantity of resources is limited in R3L problems, the constraints can be easily introduced to the environment or the agent. For example, we can set the resource-consuming actions unavailable if the resources are exhausted in R3L environments. Thus, any policy can satisfy the resource constraints. In contrast, to find optimal policies in the R3L setting, one of the major challenges lies in efficient exploration.

3 Preliminaries

We introduce the notation we will use throughout the paper. We consider an infinite horizon Markov Decision Process (MDP) denoted by a tuple $(S, A, p, r, γ)$, where the state space $S ⊂ \mathbb{R}^m$ and the action space $A ⊂ \mathbb{R}^n$ are continuous, $p : S × A × S → [0, 1]$ is the transition probability distribution, $r : S × A → [r_{min}, r_{max}]$ is the reward function, $γ ∈ (0, 1)$ is a discount factor. Let the policy $π$ maps each state $s ∈ S$ to a probability distribution over the action space $A$. That is, $π(\cdot | s)$ is the probability density function (PDF) over the action space $A$. Define the set of feasible policies as $Π$. In reinforcement learning, we aim to find the policy $π^*$ that maximizes the cumulative rewards

$$π^* = \arg\max_{π ∈ Π} \mathbb{E}_π \left[ \sum_{t=0}^{∞} γ^t r(s_t, a_t) \right], \quad (1)$$

where $s_0 ∼ µ, a_t ∼ π(\cdot | s_t), s_{t+1} ∼ p(\cdot | s_t, a_t), and µ is the initial distribution of state.

We define the probability density of the next state $s'$ after one step transition following the policy $π$ as

$$p^π_1(s'|s) = \int_{a ∈ A} p(s'|s,a)π(a|s)da.$$ 

Then, we recursively calculate the probability density of the state $s'$ after $t + 1$ steps transition following the policy $π$ by

$$p^π_{t+1}(s'|s_t, a_t) = \int_{s_{t+1}} p(s'|s_{t+1}, a_t)π(a_t|s_{t+1})p^π_t(s_{t+1}|s_t, a_t)da_t ds_{t+1}.$$ 

4 Resource-Restricted Reinforcement Learning (R3L)

We present a detailed formulation of RL with limited resources in this section. We empirically show that the resource-related information is critical for efficient exploration, as the available actions largely depend on the remaining resources (see Section 5). However, the general reinforcement learning formulation assumes the environment is totally unknown and neglects the resource-related information. To tackle this problem, we formalize the tasks with resources as a resource-restricted reinforcement learning, which introduces accessible resource-related information.

4.1 A Detailed Formulation of R3L

We define certain objects that performing actions requires as resources in reinforcement learning settings, such as the energy in robotic control and consumable items in video games. Suppose that there are $d$ types of resources. We use the notation $ξ ∈ \mathbb{R}^d_+$ to denote the resource vector and $S_ξ ⊂ \mathbb{R}^d_+$ to denote the set of all possible resource vectors.

We augment the state space $S$ with $S_ξ$. That is, the state space in R3L is $S_{3L} = \{s|s ∈ S, ∀s_ξ ∈ S_ξ, ∀s_ξ ∈ S_ξ\}$, where $[s_ξ, s_ξ]$ denotes the concatenation of $s_ξ$ and $s_ξ$. With this augmented state space, algorithms can learn resource-related information from data.
we define the set of accessible states of a state \( s \), we denote by \( \pi(s) \). The feasible policy solves the problem (1) to find the optimal feasible policy.

The same as conventional RL, R3L also aims to find a resource-aware function \( I \) that solves the problem (2) to find the optimal feasible policy. To better exploit the resource-related information, we define a resource-aware function \( I : S \to \mathbb{R}^d_+ \) from the state to the quantity of its available resources,

\[
I(s) = (I_1(s), \ldots, I_d(s)), \quad I_i(s) \geq 0, \quad \forall i \in [d],
\]

where \([d] = \{1, 2, \ldots, d\}\). We call the \( i \)-th type of resources non-replenishable if the quantity is monotonically non-increasing in an episode, i.e., \( I_i(s_t) \geq I_i(s_{t+1}) \). We assume \( I \) is known as a priori because the information about the current resources is easily accessible in many real-world tasks.

For completeness, we further define a deterministic resource transition function \( f : S_{3l} \times A \to S \), which represents the transition function of the resources. We assume \( f \) is unknown as the dynamic of the resources is often inaccessible in real-world tasks. Thus, the transition probability distribution is defined by \( p_{3l}(s'|s, a) = p(s'_0|s_0, a)I(s'_t = f(s, a)) \), where \( s = [s_0, s_1, \ldots, s'_t] \), and \( I(s) \) denotes the indicator function. For simplicity, we also denote by \( p \) the transition probability distribution in R3L problems.

We call the RL problems with limited resources as R3L problems, whose formulation is denoted by a tuple \((S_{3l}, A, p, r, \gamma, I, f)\). Let \( \mathcal{A}(s) \) denote the available action set of a given state \( s \), and we have \( \cup_{a \in \mathcal{A}(s)} I(s) = A \). Note that the \( \mathcal{A}(s) \) depends on the remaining resources at state \( s \). The feasible policy \( \pi(\cdot|s) \) is a PDF over the action space \( \mathcal{A}(s) \). We also denote by \( \Pi \) the feasible policy set in R3L problems. The same as conventional RL, R3L also aims to solve the problem (1) to find the optimal feasible policy.

Moreover, we call the state \( s_2 \) is accessible from the state \( s_1 \), if there is a stationary policy \( \pi \in \Pi \) and a time step \( t \in \mathbb{N}_+ \), such that the probability density \( p_{\pi}^t(s_2|s_1) > 0 \). Suppose the resources are non-replenishable and \( \exists i \in [d], \quad I_i(s_1) < I_i(s_2) \), then \( s_2 \) is inaccessible from \( s_1 \). Besides, we define the set of accessible states of a state \( s \) as

\[
A_c(s) = \{ s' : s' \text{ is accessible from } s \}.
\]

## 5 Challenge in R3L Tasks

In general, we divide real-world decision-making tasks with non-replenishable resources into two categories. In the first category of tasks, all actions consume resources and different actions consume different quantities of resources, such as robotic control with limited energy. In these tasks, the agent needs to seek actions that achieve high rewards while consuming small quantities of resources. In the second category, only specific actions consume resources, such as video games with consumable items. In these tasks, the agent needs to seek proper states to consume the resources.

To evaluate popular RL methods in both kinds of R3L tasks, we design three series of environments with limited resources based on Gym (Brockman et al. 2016) and Mujoco (Todorov, Erez, and Tassa 2012). The first is the autonomous electric robot task. In this task, the resource is electricity and all actions consume electricity. The quantity of consumed electricity depends on the amplitude of the action \( a \), defined by \( 0.1 + |a|^2 \). The second is the robotic delivery task. In this task, the resource is goods and only the “unload” action consumes the goods. The agent needs to “unload” the goods at an unknown destination. The third is a task that combines the first and the second. Please refer to Appendix B.1 for more details about these environments. Specifically, in this part, we use two designed R3L tasks, namely Electric Mountain Car and Delivery Mountain Car. The two tasks are based on the classic control environment—Continuous Mountain Car. On Electric Mountain Car, the agent aims to reach the mountain top with limited electricity. On Delivery Mountain Car, the agent aims to deliver the goods to the mountain top.

### 5.1 Inefficient Exploration in R3L Tasks

Based on the designed R3L tasks, we first show that a state-of-the-art exploration method, i.e., the surprise-based exploration method (Surprise) (Achiam and Sastry 2017), suffers from poor sample efficiency in both kinds of R3L tasks, especially those with scarce resources. We compare the performance of Surprise on Electric Mountain Car and Continuous Mountain Car.
Mountain Car (without electricity restriction) as shown in Figure 1a. The results show that the performance of Surprise on Electric Mountain Car is much poorer than that on Continuous Mountain Car. We further compare the performance of Surprise on Delivery Mountain Car with different initial quantities of goods. Figure 1b shows that the performance of Surprise improves with the initial quantity of goods. In particular, Surprise struggles to learn a policy better than random agents when resources are scarce.

To provide further insight into the challenge in R3L tasks, we then analyze the learning behavior of several popular RL methods, i.e., PPO, SAC, and Surprise, on Delivery Mountain Car. Figure 1c shows their learning behavior for the first $2 \times 10^5$ time steps. Figure 1c shows that the max height—which the car can reach during an episode regardless of whether the car exhausts the resources or not—is much higher than the max height that the car can reach before exhausting the resources. That is, these methods exhaust the resources when the car only reaches a low height, and then the subsequent exploration of the “unload” action is severely restricted due to the absence of resources. Therefore, these methods have difficulty in achieving the goal of delivering the goods to the mountain top, though they can reach the mountain top. Overall, these methods suffer from inefficient exploration in R3L problems.

6 Methods

In this section, we focus on promoting efficient exploration in R3L problems. We first present a detailed description of our proposed resource-aware exploration bonus (RAEB) and then theoretically analyze the efficiency of RAEB in the finite horizon tabular setting. Due to limited space, we summarize the procedure of RAEB in Appendix B.

6.1 Resource-Aware Exploration Bonus

As shown in Section 5, resource plays an important role in efficient exploration in R3L problems. We observe that the size of accessible state sets of a given state generally positively correlates with its available resources in R3L problems with non-replenishable resources, as states with high resources are inaccessible from states with low resources. Previous empowerment-based exploration methods (Mohamed and Jimenez Rezende 2015; Becker-Ehmck et al. 2021) have shown that exploring states with large accessible state sets is essential for efficient exploration. That is, moving towards states with high resources enables the agent to reach a large number of future states, thus exploiting the environment efficiently. However, many existing exploration methods such as Surprise neglect the resource-related information and exhaust resources fast. Thus, they quickly reach states with small accessible state sets and the subsequent exploration is severely restricted.

To promote efficient exploration in R3L problems, we propose a novel resource-aware exploration bonus (RAEB), which encourages the agent to explore novel states with large accessible state sets by promoting resource-saving exploration. Specifically, RAEB takes the form of

$$ r_i(s, a) = g(I(s))b(s, a), \quad (2) $$

where $g : \mathbb{R}_+^d \to \mathbb{R}_+$ is a non-negative function, namely a resource-aware coefficient, and $b(s, a)$ is the exploration bonus to measure the “novelty” of a given state. Intuitively, RAEB encourages the agent to visit unseen states with large accessible state sets. Instantiating RAEB amounts to specifying two design decisions: (1) the measure of “novelty”, (2) and the resource-aware coefficient.

The measure of novelty

Surprise-based intrinsic motivation mechanism (Surprise) (Achiam and Sastry 2017) has achieved promising performance in hard exploration high-dimensional continuous control tasks, such as Swimmer-Gather. In this paper, we use surprise—the agent’s surprise about its experiences—to measure the novelty of a given state to encourage the agent to explore rarely seen states. We use the KL-divergence of the true transition probability distribution from a transition model which the agent learns concurrently with the policy as the exploration bonus. Thus, the exploration bonus is of the form

$$ b(s, a) = D_{KL}(p || p_0)(s, a), \quad (3) $$

where $p : S \times A \times S \to [0, \infty)$ is the true transition probability distribution and $p_0$ is the learned transition model. Moreover, researchers (Achiam and Sastry 2017) proposed an approximation to the KL-divergence $D_{KL}(p || p_0)(s, a)$,

$$ D_{KL}(p || p_0)(s, a) \approx H(p, p_0)(s, a) - H(p)(s, a) \approx H(p)(s, a) = E_{s' \sim p(s, a)}[ - \log p_0(s' | s, a)] $$

The resource-aware coefficient

We define $g : \mathbb{R}_+^d \to \mathbb{R}_+$ in Eqn.(2) as the resource-aware coefficient. We require the function $g$ being an increasing function of the amount of each type of resources, i.e., for each $i \in [d]$, if two resource vector $\xi, \xi'$ satisfy $\xi_i \leq \xi'_i$ and $\xi_j = \xi'_j, j \in [n] \setminus \{i\}$, we have $g(\xi) \leq g(\xi')$. In this paper, we find that a linear function of the quantity of available resources performs well. Suppose the environment has one type of resource, then we define the resource-aware coefficient by

$$ g(I(s)) = \frac{I(s) + \alpha}{I_{\text{max}} + \alpha}, \quad (4) $$

where $\alpha > 0$ is a hyperparameter and $I_{\text{max}}$ is the quantity of resources at the beginning of each episode. The hyperparameter $\alpha$ determines the importance of the item $I(s)$ in the resource-aware coefficient and thus controls the degree of resource-saving exploration. Similarly, when the environment involves several types of resources and these resources are relatively independent with each other, we can define the resource-aware coefficient by

$$ g(I(s)) = \prod_{i=1}^d \frac{I_i(s) + \alpha_i}{I_{\text{max}, i} + \alpha_i}. \quad (5) $$

Discussion about RAEB

We discuss some advantages of RAEB in this part. (1) RAEB makes reasonable usage of resources by promoting novelty-seeking and resource-saving exploration simultaneously. Moreover, RAEB flexibly controls the degree of resource-saving exploration by varying $\alpha$. 
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Figure 2: Performance of RAEB and six baselines on nine R3L tasks with limited electricity and/or goods. The solid curves correspond to the mean and the shaded region to the standard deviation over at least five random seeds. For visual clarity, we smooth curves uniformly. The results show that RAEB significantly outperforms these baselines in terms of sample efficiency on several challenging R3L tasks. For Delivery Ant, RAEB improves the sample efficiency by an order of magnitude.

(2) RAEB avoids myopic policies by encouraging the agent to explore novel states with large accessible state sets instead of only exploring novel states.

**Theoretical results** We provide some theoretical results of RAEB in this part. We restrict the problems to the finite horizon tabular setting and only consider building upon UCB-H (Jin et al. 2018). Researchers (Jin et al. 2018) have shown that Q-learning with UCB-Hoeffding is provably efficient and achieves regret \( O(\sqrt{HT^{3}}) \). We view an instantiation of RAEB in the tabular setting as Q-learning with a weighted UCB bonus that multiplies the bounded resource-aware coefficient \( \beta(s, a) \) and the UCB exploration bonus. We show that RAEB in the finite horizon tabular setting has a strong theoretical foundation and establishes \( \sqrt{T} \) regret.

**Theorem 1.** There exists an absolute constant \( c > 0 \) such that, for any \( p \in (0, 1) \), choosing \( b_t = c\sqrt{H^{3}t/T} \), if there exists a positive real \( d \), such that the weights \( \beta(s, a) \in [1, d] \) for all state-action pairs \( (s, a) \), then with probability \( 1 - p \), the total regret of Q-learning with the weighted UCB bonus (RAEB) establishes \( \sqrt{T} \) regret where \( c := \log(SAT/p) \).

The details of Q-learning with the weighted bonus algorithm and the rigorous proof to Theorem 1 are in Appendix A. As resources are limited in practice, the resource-aware coefficient defined by Eqn. (4) is bounded. Theorem 1 shows that RAEB in the tabular setting is provably efficient.

7 Experiments

Our experiments have four main goals: (1) Test whether RAEB can significantly outperform state-of-the-art exploration strategies and constrained reinforcement learning methods in R3L tasks. (2) Analyze the effect of each component in RAEB and the sensitivity of RAEB to hyperparameters. (3) Evaluate RAEB variants to provide further insight into RAEB. (4) Illustrate the exploration of RAEB.

As mentioned in Section 5, we design control tasks with limited electricity and/or goods based on Gym (Brockman et al. 2016) and Mujoco (Todorov, Erez, and Tassa 2012). The agent in these tasks can be a continuous mountain car,
a 2D robot (called a ‘half-cheetah’), and a quadruped robot (called an ‘ant’). Then we call these tasks Electric Mountain Car, Electric Half-Cheetah, Electric Ant, Delivery Mountain Car, Delivery Half-Cheetah, Delivery Ant, Electric Delivery Mountain Car, Electric Delivery Half-Cheetah, and Electric Delivery Ant, respectively. For all environments, We augment the states with the available resources. In electric tasks, the agent aims to reach a specific unknown destination with limited electricity. In delivery tasks, the agent aims to deliver the goods to a specific unknown destination. In electric delivery tasks, the agent aims to deliver the goods to a specific unknown destination with limited electricity. Please refer to Appendix B.1 for more details about the environments.

7.1 Evaluation and Comparison Analysis

**Baselines.** We compare RAEB with several exploration strategies commonly used to solve problems with high-dimensional continuous state-action spaces, such as Ant Maze (Shyam, Jaskowski, and Gomez 2019). The baselines include state-of-the-art (SOTA) exploration strategies and a SOTA constrained reinforcement learning method. For exploration strategies, we compare to Surprise (Achiam and Sastry 2017), a SOTA prediction error-based exploration method, NovelD (Zhang et al. 2021), a SOTA random network based exploration method, Jensen-Rényi Divergence Reactive Exploration (JDRX) (Shyam, Jaskowski, and Gomez 2019), a SOTA information gain based exploration method, SimHash (Tang et al. 2017), a SOTA count-based exploration method, and soft actor critic (SAC) (Haarnoja et al. 2018), a SOTA off-policy algorithm. In terms of constrained reinforcement learning methods, we compare to the Lagrangian method, which uses the consumed resources at each step as a penalty and has achieved strong performance in constrained reinforcement learning tasks (Ray, Achiam, and Amodei 2019). We focus on the model-free reinforcement learning settings in the paper.

**Evaluation.** We first compare RAEB to the aforementioned baselines in R3L tasks with a single resource, i.e., delivery tasks and tasks with limited electricity. We then compare RAEB to the aforementioned baselines in R3L tasks with multiple resources, i.e., delivery tasks with limited electricity. For all environments, we use the intrinsic reward coefficient $\beta = 0.25$. We use $\alpha = 0.25I_{\text{max}}$ for delivery tasks, $\alpha = 2.5I_{\text{max}}$ for tasks with limited electricity, and $\alpha = [0.25I_{\text{max}}, 2.5I_{\text{max}}]$ for delivery tasks with limited electricity. Note that $\alpha$ controls the degree of resource-saving exploration, and we need to adjust $\alpha$ according to the scarcity of resources in practice.

First, Figure 2a shows that RAEB significantly outperforms the baselines on several challenging R3L tasks with a single resource. For Delivery Ant, we show that the average return of the baselines after $1 \times 10^6$ steps is at most 5.65 while RAEB achieves similar performance (11.13) using only $1 \times 10^5$ steps. Please refer to Appendix C for detailed results. This result demonstrates that RAEB improves the sample efficiency by an order of magnitude on Delivery Ant. Moreover, some baselines even struggle to attain scores better than random agents on several R3L tasks, which demonstrates that efficient exploration is extremely challenging for some baselines in R3L tasks. Compared to the Lagrangian method, RAEB still achieves outstanding performance on several challenging R3L tasks. The major reason is that, the constrained reinforcement learning method aims to find policies that satisfy resource constraints, and struggles to make reasonable usage of resources in R3L tasks.

Second, Figure 2b shows that RAEB significantly outperforms the baselines on several R3L tasks with two types of resources. The results highlight the potential of RAEB for efficient exploration in R3L tasks with multiple resources. RAEB scales well in R3L tasks with multiple resources as the two types of resources are independent, and each resource’s resource-aware coefficient encourages the corresponding resource-saving exploration.

7.2 Ablation Study

First, we analyze the sensitivity of RAEB to hyperparameters $\beta$ and $\alpha$. Then, we perform ablation studies to understand the contribution of each individual component in RAEB. In this section, we conduct experiments on Delivery Ant and Electric Ant, which have high resolution power due to their difficulty. All results are reported over at least four random seeds. For completeness, we provide additional results in Appendix C.

**Sensitivity analysis.** First, we compare the performance of RAEB with different reward weighting coefficients $\beta$. Intuitively, higher $\beta$ values should cause more exploration, while too low of an $\beta$ value reduces RAEB to the base algorithm, i.e., SAC. In the experiments, we set the reward weighting coefficient $\beta = 0.5, 0.25, 0.1,$ and $0.05$, respectively. Though choosing a proper reward weighting coefficient remains an open problem for existing intrinsic-reward-based exploration methods (Burda et al. 2019), the results in Figure...
Figure 5: Learning curves on Delivery Ant and Electric Ant. The results show that each component of RAEB is significant for efficient exploration in R3L tasks.

![Average return vs. Time steps](image)

**Contribution of each component.** RAEB contains two components: the measure of novelty and the resource-aware coefficient. We perform ablation studies to understand the contribution of each individual component. Figure 5 shows that the full algorithm RAEB significantly outperforms each ablation with only a single component on Delivery Ant and Electric Ant. On delivery Ant, RAEB without resources and RAEB without surprise even struggle to perform better than a random agent. The results show that each component is significant for efficient exploration in these R3L tasks. Though the surprise bonus encourages novelty-seeking exploration, it tends to exhaust resources fast. And only the resource-aware coefficient tends to encourage the agent to save resources without consuming resources, while resource-consuming exploration is significant in R3L tasks.

### 7.3 Compared to RAEB Variants

Based on the idea of preventing the agent from exhausting resources fast, it is natural to use the quantity of the remaining resources as a reward bonus instead of a resource-aware coefficient. We use the bonus to train SAC and Surprise, called SAC with resources bonus (SACRB) and Surprise with resources bonus (SurpriseRB), respectively. Specifically, SACRB and SurpriseRB add an additional reward bonus $c \frac{f(s)+\alpha}{f_{\text{max}}+\alpha}$ to the reward. We compare RAEB to these variants on Delivery Ant and Electric Ant. Figure 6 demonstrates that RAEB significantly outperforms these variants in both two environments, which shows the superiority of RAEB compared to its variants. For Delivery Ant, the RAEB variants even struggle to perform better than random agents. The major advantage of RAEB over SurpriseRB is that it is able to well combine the exploration ability of the surprise bonus and the resource-aware bonus by using a resource-aware coefficient instead of adding an additional bonus, as the scale between the surprise and the resource-aware bonus can be extremely different. Moreover, SurpriseRB is sensitive to the hyperparameter $c$. (See Appendix C)

### 7.4 Illustration of RAEB Exploration

To illustrate the exploration in the Delivery Mountain Car environment, we visualize the states where the agent unloads the goods in Figure 7. Notice that we visualize the position and velocity of the car while ignoring the quantity of remaining resources for conciseness. Figure 7 shows that the agents trained by PPO, SAC, and Surprise unload the goods in the same states repeatedly, leading to inefficient exploration. Moreover, Figure 7 shows that RAEB significantly reduces unnecessary resource-consuming trials, while effectively encouraging the agent to explore unvisited states.

<table>
<thead>
<tr>
<th>Environment</th>
<th>RAEB</th>
<th>SACRB</th>
<th>SurpriseRB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average return</td>
<td><img src="image" alt="Delivery Ant" /></td>
<td><img src="image" alt="Electric Ant" /></td>
<td><img src="image" alt="Electric Ant" /></td>
</tr>
<tr>
<td>Time steps</td>
<td><img src="image" alt="Delivery Ant" /></td>
<td><img src="image" alt="Electric Ant" /></td>
<td><img src="image" alt="Electric Ant" /></td>
</tr>
</tbody>
</table>

### 8 Conclusion

In this paper, we first formalize the decision-making tasks with resources as a resource-restricted reinforcement learning, and then propose a novel resource-aware exploration bonus to make reasonable usage of resources. Specifically, we quantify the RAEB of a given state by both the measure of novelty and the quantity of available resources. We conduct extensive experiments to demonstrate that the proposed RAEB significantly outperforms state-of-the-art exploration strategies on several challenging robotic delivery and autonomous electric robot tasks.
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