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\section*{Abstract}
Although machine learning on hypergraphs has attracted considerable attention, most of the works have focused on (semi-)supervised learning, which may cause heavy labeling costs and poor generalization. Recently, contrastive learning has emerged as a successful unsupervised representation learning method. Despite the prosperous development of contrastive learning in other domains, contrastive learning on hypergraphs remains little explored. In this paper, we propose \textbf{TriCL} (Tri-directional Contrastive Learning), a general framework for contrastive learning on hypergraphs. Its main idea is tri-directional contrast, and specifically, it aims to maximize in two augmented views the agreement (a) between the same node, (b) between the same group of nodes, and (c) between each group and its members. Together with simple but surprisingly effective data augmentation and negative sampling schemes, these three forms of contrast enable TriCL to capture both node- and group-level structural information in node embeddings. Our extensive experiments using 14 baseline approaches, 10 datasets, and two tasks demonstrate the effectiveness of TriCL, and most noticeably, TriCL almost consistently outperforms not just unsupervised competitors but also (semi-)supervised competitors mostly by significant margins for node classification. The code and datasets are available at \url{https://github.com/wooner49/TriCL}.

\section{Introduction}
Many real-world interactions are group-wise. Examples include collaborations of researchers, group conversations on messaging apps, co-citations of documents, and co-purchases of items. A \textit{hypergraph}, which is a generalized graph, allows an edge to join an arbitrary number of nodes, and thus each such edge, which is called a \textit{hyperedge}, naturally represents such group-wise interactions (Benson et al. 2018; Do et al. 2020; Lee, Ko, and Shin 2020).

Recently, machine learning on hypergraphs has drawn a lot of attention from a broad range of fields, including social network analysis (Yang et al. 2019), recommender systems (Xia et al. 2021), and bioinformatics (Zheng et al. 2019). Hypergraph-based approaches often outperform graph-based ones on various machine learning tasks, including classification (Feng et al. 2019), clustering (Benson, Gleich, and Leskovec 2016), ranking (Yu et al. 2021), and outlier detection (Lee, Choe, and Shin 2022).

Previous studies have largely focused on developing encoder architectures so-called \textit{hypergraph neural networks} for hypergraph-structured data (Feng et al. 2019; Yadati et al. 2019; Dong, Sawin, and Bengio 2020; Bai, Zhang, and Torr 2021; Arya et al. 2020), and in most cases, such hypergraph neural networks are trained in a (semi-)supervised way. However, data labeling is often time, resource, and labor-intensive, and neural networks trained only in a supervised way can easily overfit and may fail to generalize (Rong et al. 2020), making it difficult to be applied to other tasks.

Thus, self-supervised learning (Liu et al. 2022; Jaiswal et al. 2020; Liu et al. 2021), which does not require labels, has become popular, and especially contrastive learning has achieved great success in computer vision (Chen et al. 2020; Hjelm et al. 2019) and natural language processing (Gao, Yao, and Chen 2021). Contrastive learning has proved effective also for learning on (ordinary) graphs (Velickovic et al. 2018; Peng et al. 2020; Hassani and Khasahmadi 2020; Zhu et al. 2020, 2021b; You et al. 2020), and a common approach is to (a) create two augmented views from the input graph and (b) learn machine learning models to maximize the agreement between the two views.

However, contrastive learning on hypergraphs remains largely underexplored with only a handful of previous studies (Xia et al. 2021; Zhang et al. 2021; Yu et al. 2021) (see Section 2 for details). Especially, the following questions remain open: (Q1) what to contrast?, (Q2) how to augment a hypergraph?, and (Q3) how to select negative samples?

For Q1, which is our main focus, we propose \textit{tri-directional contrast}. In addition to \textit{node-level contrast}, which is the only form of contrast employed in the previous studies, we propose the use of \textit{group-level} and \textit{membership-level} contrast. That is, in two augmented views, we aim to maximize agreements (a) between the same node, (b) between the same group of nodes, and (c) between each group and its members. These three forms of contrast are complementary, leading to representations that capture both node- and group-level (i.e., higher-order) relations in hypergraphs.

In addition, for Q2, we demonstrate that combining two simple augmentation strategies (spec., membership corruption and feature corruption) is effective. For Q3, we reveal that uniform random sampling is surprisingly successful,
and in our experiments, even an extremely small sample size leads to marginal performance degradation.

Our method TriCL, which is based on the aforementioned observations, is evaluated extensively using 14 baseline approaches, 10 datasets (including three used in Appendix E), and two tasks. The most notable result is that, for node classification, TriCL outperforms not just unsupervised competitors but also all (semi-)supervised competitors on almost all considered datasets, mostly by considerable margins. Moreover, we demonstrate the consistent effectiveness of tri-directional contrast, which is our main contribution.

2 Related Work

Hypergraph learning Due to its enough expressiveness to capture higher-order structural information, learning on hypergraphs has received a lot of attention. Many recent studies have focused on generalizing graph neural networks (GNNs) to hypergraphs (Feng et al. 2019; Bai, Zhang, and Torr 2021; Yadati et al. 2019). Most of them redefine hypergraph message aggregation schemes based on clique expansion (i.e., replacing hyperedges with cliques to obtain a graph) or its variants. While its simplicity is appealing, clique expansion causes structural distortion and leads to undesired information loss (Hein et al. 2013; Li and Milenkovic 2018). On the other hand, HNHN (Dong, Sawin, and Bengio 2020) prevents information loss by extending star expansion using two distinct weight matrices for node- and hyperedge-side message aggregations. Arya et al. (2020) propose HyperSAGE for inductive learning on hypergraphs based on two-stage message aggregation. Several studies attempt to unify hypergraphs and GNNs (Huang and Yang 2021; Zhang et al. 2022); and Chien et al. (2022) generalize message aggregation methods as multiset functions learned by Deep Sets (Zaheer et al. 2017) and Set Transformer (Lee et al. 2019). Most approaches above use (semi-)supervised learning.

Contrastive learning In the image domain, the latest contrastive learning frameworks (e.g., SimCLR (Chen et al. 2020) and MoCo (He et al. 2020)) leverage the unchanging semantics under various image transformations, such as random flip, rotation, color distortion, etc, to learn visual features. They aim to learn distinguishable representations by contrasting positive and negative pairs.

In the graph domain, DGI (Veličković et al. 2018) combines the power of GNNs and contrastive learning, which seeks to maximize the mutual information between node embeddings and graph embeddings. Recently, a number of graph contrastive learning approaches (You et al. 2020; Zhu et al. 2020, 2021b; Hassani and Khashahmadi 2020) that follow a common framework (Chen et al. 2020) have been proposed. Although these methods have achieved state-of-the-art performance on their task of interest, they cannot naturally exploit group-wise interactions, which we focus on in this paper. More recently, gCooL (Li, Jing, and Tong 2022) utilizes community contrast, which is a similar concept to membership-level contrast in TriCL, to maximize community consistency between two augmented views. However, gCooL has an information loss when constructing a community, thus information on subgroups (i.e., a smaller group in a large community) cannot be used. On the other hand, TriCL can preserve and fully utilize such group information.

Hypergraph contrastive learning Contrastive learning on hypergraphs is still in its infancy. Recently, several studies explore contrastive learning on hypergraphs (Zhang et al. 2021; Xia et al. 2021; Yu et al. 2021). For example, Zhang et al. (2021) proposes S²-HHGR for group recommendation, which applies contrastive learning to remedy a data sparsity issue. In particular, they propose a hypergraph augmentation scheme that uses a coarse- and fine-grained node dropout for each view. However, they do not consider group-wise contrast. Although Xia et al. (2021) employ group-wise contrast for session recommendation, they do not account for node-wise and node-group pair-wise relationships when constructing their contrastive loss. Moreover, these approaches have been considered only in the context of group-based recommendation but not in the context of general representation learning.

3 Proposed Method: TriCL

In this section, we describe TriCL, our proposed framework for hypergraph contrastive learning. First, we introduce some preliminaries on hypergraphs and hypergraph neural networks, and then we elucidate the problem setting and details of the proposed method.

3.1 Preliminaries

Hypergraphs and notation. A hypergraph, a set of hyperedges, is a natural extension of a graph, allowing the hyperedge to contain any number of nodes. Formally, let \( H = (V, E) \) be a hypergraph, where \( V = \{ v_1, v_2, \ldots, v_{|V|} \} \) is a set of nodes and \( E = \{ e_1, e_2, \ldots, e_{|E|} \} \) is a set of hyperedges, with each hyperedge is a non-empty subset of \( V \). The node feature matrix is represented by \( X \in \mathbb{R}^{|V| \times F} \), where \( x_i = X[i,:) \in \mathbb{R}^F \) is the feature of node \( v_i \). In general, a hypergraph can alternatively be represented by its incidence matrix \( H \in \{0, 1\}^{|V| \times |E|} \), with entries defined as \( h_{ij} = 1 \) if \( v_i \in e_j \), and \( h_{ij} = 0 \) otherwise. In other words, \( h_{ij} = 1 \) when node \( v_i \) and hyperedge \( e_j \) form a membership. Each hyperedge \( e_j \in E \) is assigned a positive weight \( w_{e_j} \), and all the weights formulate a diagonal matrix \( W \in \mathbb{R}^{|E| \times |E|} \). We use the diagonal matrix \( D_V \) to represent the degree of vertices, where its entries \( d_{i} = \sum_{j} w_{e_j}h_{ij} \). Also we use the diagonal matrix \( D_E \) to denote the degree of hyperedges, whose its element \( \delta_j = \sum_{i} h_{ij} \) represents the number of nodes connected by the hyperedge \( e_j \).

Hypergraph neural networks. Modern hypergraph neural networks (Feng et al. 2019; Yadati et al. 2019; Bai, Zhang, and Torr 2021; Dong, Sawin, and Bengio 2020; Arya et al. 2020; Chien et al. 2022) follow a two-stage neighborhood aggregation strategy: node-to-hyperedge and hyperedge-to-node aggregation. They iteratively update the representation of a hyperedge by aggregating representations of its incident nodes and the representation of a node by aggregating representations of its incident hyperedges. Let \( P^{(k)} \in \mathbb{R}^{|V| \times F_k} \) and \( Q^{(k)} \in \mathbb{R}^{|E| \times F_k} \) be the node
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We consider a hypergraph \( H \), which is composed of the following four major components: graphs: nodes, hyperedges, and node-hyperedge memberships for each of the three essential elements constituting hypergraphs: nodes, hyperedges, and node-hyperedge memberships. While most existing approaches only use the element-wise mean pooling layer as a special instance of (1) (see Appendix E.2 for comparison with an alternative). That is, \( f_{V \rightarrow E} \) and \( f_{E \rightarrow V} \) are as follows:

\[
q_j^{(k)} = \sigma \left( \sum_{v_i \in e_j} \frac{p_i^{(k-1)} \Theta_E^{(k)}}{d_i} + b_v^{(k)} \right),
\]

\[
p_i^{(k)} = \sigma \left( \sum_{e_j \ni v_i} w_{ij} q_j^{(k)} \Theta_V^{(k)} + b_v^{(k)} \right),
\]

where \( \Theta_E^{(k)} \) and \( \Theta_V^{(k)} \) are trainable weights and \( b_E^{(k)} \) and \( b_V^{(k)} \) are trainable biases. We use \( w_{ij} = 1 \) for simplicity, and (2) can be represented as (3) in matrix form:

\[
Q^{(k)} = \sigma (D^{-1}_E HT P^{(k-1)} \Theta_E^{(k)} + b_E^{(k)}),
\]

\[
P^{(k)} = \sigma (D^{-1}_V HWQ^{(k)} \Theta_V^{(k)} + b_V^{(k)}),
\]

where \( P^{(0)} = X \) and \( W \) is the identity matrix.

Figure 1: Overview of our proposed TriCL method. First, two different semantically similar views are generated by augmentations \( T_1 \) and \( T_2 \) from the original hypergraph. From these, we use a shared hypergraph encoder \( f_{\theta} (\cdot) \) to form node and hyperedge representations. After passing node and hyperedge representations to their respective projection heads (i.e., \( g_{\phi} (\cdot) \) and \( g_{\psi} (\cdot) \)), we maximize the agreement between two views via our proposed tri-directional contrast, which is a combination of node-, group-, and membership-level contrast.
(3) Projection head. Chen et al. (2020) empirically demonstrate that including a non-linear transformation called projection head which maps representations to another latent space where contrastive loss is applied helps to improve the quality of representations. We also adopt two projection heads denoted by $g_\phi(\cdot)$ and $g_\psi(\cdot)$ for projecting node and hyperedge representations, respectively. Both projection heads in our method are implemented with a two-layer MLP and ELU activation (Clevert, Unterthiner, and Hochreiter 2016). Formally, $Z_k := g_\phi(P_k)$ and $Y_k := g_\psi(Q_k)$, where $k = 1, 2$ for two augmented views.

(4) Tri-directional contrastive loss. In TriCL framework, we employ three contrastive objectives: (a) node-level contrast aims to discriminate the representations of the same node in the two augmented views from other node representations, (b) group-level contrast tries to distinguish the representations of the same hyperedge in the two augmented views from other hyperedge representations, and (c) membership-level contrast seeks to differentiate a “real” node-hyperedge membership from a “fake” one across the two augmented views. We utilize the InfoNCE loss (Oord, Li, and Vinyals 2018), one of the popular contrastive losses, as in (Zhu et al. 2020, 2021b; Qiu et al. 2020).

In the rest of this subsection, we first provide a motivating example for the tri-directional contrastive loss. Then, we describe each of its three components in detail.

Motivating example. How can the three forms of contrast be helpful for node representation learning? In node classification tasks, for example, information about a group of nodes could help improve performance. Specifically, in co-authorship networks such as Cora-A and DBLP, nodes and hyperedges represent papers and authors, respectively, and papers written by the same author are more likely to belong to the same field and cover similar topics (i.e. homophily exists in hypergraphs (Veldt, Benson, and Kleinberg 2021)). Thus, high-quality author information could be useful in inferring the field of the papers he wrote, especially when information about the paper is insufficient.

Furthermore, leveraging node-hyperedge membership helps enrich the information of each node and hyperedge. For example, the fact that a meteorology paper is written by a high-quality author could be a clue to suspect that (a) the paper is about application of machine learning techniques to meteorological problems and (b) the author is interested not only in machine learning but also in meteorology. In order to utilize such benefits explicitly, we proposed the tri-directional contrastive loss, which is described below.

Node-level contrast. For any node $v_i$, its representation from the first view, $z_{1,i}$, is set to the anchor, the representation of it from the second view, $z_{2,i}$, is treated as the positive sample, and the other representations from the second view, $z_{2,k}$, where $k \neq i$, are regarded as negative samples. Let $s(\cdot, \cdot)$ denote the score function (a.k.a. critic function) that assigns high values to the positive pair, and low values to negative pairs (Tschannen et al. 2019). We use the cosine similarity as the score (i.e. $s(u, v) = u^T v / ||u|| ||v||$). Then the loss function for each positive node pair is defined as:

$$\ell_n(z_{1,i}, z_{2,i}) = -\log \frac{e^{\psi(z_{1,i}, z_{2,i})/\tau_n}}{\sum_{k=1}^{|V|} e^{\psi(z_{1,i}, z_{2,k})/\tau_n}},$$

where $\tau_n$ is a temperature parameter. In practice, we symmetrize this loss by setting the node representation of the second view as the anchor. The objective function for node-level contrast is the average over all positive pairs as:

$$\mathcal{L}_n = \frac{1}{2|V|} \sum_{i=1}^{|V|} \left\{ \ell_n(z_{1,i}, z_{2,i}) + \ell_n(z_{2,i}, z_{1,i}) \right\}.$$  (4)

Group-level contrast. For any hyperedge (i.e., a group of nodes) $e_j$, its representation from the first view, $y_{1,j}$, is set to the anchor, the representation of it from the other view, $y_{2,j}$, is treated as the positive sample, and the other representations from the view where the positive samples lie, $y_{2,k}$, where $k \neq j$, are regarded as negative samples. We also use the cosine similarity as the critic, and then the loss function for each positive hyperedge pair is defined as:

$$\ell_g(y_{1,j}, y_{2,j}) = -\log \frac{e^{\psi(y_{1,j}, y_{2,j})/\tau_g}}{\sum_{k=1}^{|E|} e^{\psi(y_{1,j}, y_{2,k})/\tau_g}},$$

where $\tau_g$ is a temperature parameter. The objective function for group-level contrast is defined as:

$$\mathcal{L}_g = \frac{1}{2|E|} \sum_{j=1}^{|E|} \left\{ \ell_g(y_{1,j}, y_{2,j}) + \ell_g(y_{2,j}, y_{1,j}) \right\}.$$  (5)

Membership-level contrast. For any node $v_i$ and hyperedge $e_j$ that form membership (i.e., $v_i \in e_j$) in the original hypergraph, the node representation from the first view, $z_{1,i}$, is set to the anchor, the hyperedge representation from the other view, $y_{2,j}$, is treated as the positive sample. The negative samples are drawn from the representations of the other hyperedges that are not associated with node $v_i$, denoted by $y_{2,k}$, where $k \neq j$. Symmetrically, $y_{2,k}$ can also be the anchor, in which case the negative samples are $z_{1,k}$, where $k \neq i$. To differentiate a “real” node-hyperedge membership from a “fake” one, we employ a discriminator, $D : \mathbb{R}^F \times \mathbb{R}^F \to \mathbb{R}$ as the scoring function so that $D(z, y)$ represents the probability scores assigned to this node-hyperedge representation pair (should be higher for “real” pairs) (Hjelm et al. 2019; Velicković et al. 2018). For simplicity, we omit the augmented view number in the equation. Then we use the following objective:

$$\ell_m(z_{1,i}, y_{j}) = -\log \frac{e^{D(z_{1,i}, y_{j})/\tau_m}}{e^{D(z_{1,i}, y_{j})/\tau_m} + \sum_{k \neq j} e^{D(z_{1,i}, y_{k})/\tau_m}},$$

when $z_{1,i}$ is the anchor

$$-\log \frac{e^{D(z_{1,i}, y_{j})/\tau_m}}{e^{D(z_{1,i}, y_{j})/\tau_m} + \sum_{k \neq i} e^{D(z_{2,k}, y_{j})/\tau_m}},$$

when $y_{j}$ is the anchor

where $\tau_m$ is a temperature parameter. From a practical point of view, considering a large number of negatives poses a prohibitive cost, especially for large graphs (Zhu et al.
contrastive loss is formulated as:

\[ L_m = \frac{1}{2K} \sum_{i=1}^{V} \sum_{j=1}^{E} \ell_m(z_{i,j}, y_{i,j}). \]

Finally, by integrating Eq. (4), (5), and (6), our proposed contrastive loss is formulated as:

\[ \mathcal{L} = L_n + \omega_g L_g + \omega_m L_m, \]

where \( \omega_g \) and \( \omega_m \) are the weights of \( L_g \) and \( L_m \), respectively.

To sum up, TriCL jointly optimizes three contrastive objectives (i.e., node-, group-, and membership-level contrast), which enable the learned embeddings of nodes and hyper-edges to preserve both the node- and group-level structural information at the same time.

4 Experiments

In this section, we empirically evaluate the quality of node representations learnt by TriCL on two hypergraph learning tasks: node classification and clustering, which have been commonly used to benchmark hypergraph learning algorithms (Zhou, Huang, and Schölkopf 2006).

4.1 Dataset

We assess the performance of TriCL on 10 commonly used benchmark datasets; these datasets are categorized into (1) co-citation datasets (Cora, Citeseer, and Pubmed) (Sen et al. 2008), (2) co-authorship datasets (Cora and DBLP (Rossi and Ahmed 2015)), (3) computer vision and graphics datasets (NTU2012 (Chen et al. 2003) and ModelNet40 (Wu et al. 2015)), and (4) datasets from the UCI Categorical Machine Learning Repository\(^1\) (Zoo, 20NewsGroups, and Mushroom). Further descriptions and the statistics of datasets are provided in Appendix A. The experiment results for the fourth dataset type can be found in Appendix E.

4.2 Experimental Setup

Evaluation protocol. For the node classification task, we follow the standard linear-evaluation protocol as introduced in Veličković et al. (2018). The encoder is firstly trained in a fully unsupervised manner and computes node representations; then, a simple linear classifier is trained on top of these frozen representations through a \( \ell_2 \)-regularized logistic regression loss, without flowing any gradients back to the encoder. For all the datasets, we randomly split them, where 10\%, 10\%, and 80\% of nodes are chosen for the training, validation, and test set, respectively, and evaluate the model with 20 dataset splits.

For the clustering task, we assess the quality of representations using the k-means clustering by operating it on the frozen node representations produced by each model. We employ the local Lloyd algorithm (Lloyd 1982) with the k-means++ seeding (Arthur and Vassilvitskii 2006) approach. For a fair comparison, we train each model with 5 random weight initializations, perform k-means 5 times on each trained encoder, and report the averaged results.

Baselines. We compare TriCL with various representative baseline approaches including 10 (semi-)supervised models and 4 unsupervised models. A detailed description of these baselines is provided in Appendix B. Note that, since the methods working on graphs can not be directly applied to hypergraphs, we use them after transforming hypergraphs to graphs via clique expansion. For all baselines, we report their performance based on their official implementations.

Implementation details. We employ a one-layer mean pooling hypergraph encoder described in (3) and PReLU (He et al. 2015) activation for non-linearity. A further description of the model, optimizer, and model hyperparameters are provided in Appendix C.

4.3 Performance on Node Classification

Table 1 summarizes the empirical performance of all methods. Overall, our proposed method achieves the strongest performance across all datasets. In most cases, TriCL outperforms its unsupervised baselines by significant margins, and also outperforms the models trained with label supervision. Below, we make three notable observations.

First, applying graph contrastive learning methods, such as Node2vec, DGI, and GRACE, to hypergraph datasets is less effective. They show significantly lower accuracy compared to TriCL. This is because converting hypergraphs to graphs via clique expansion involves a loss of structural information. Especially, the Zoo dataset has large maximum and average hyperedge sizes (see Appendix A). When clique expansion is performed, a nearly complete graph, where most of the nodes are pairwise connected to each other, is obtained; and thus most of the structural information is lost, resulting in significant performance degradation.

Second, rather than just using node-level contrast, considering the different types of contrast (i.e., group- and membership-level contrast) together can help improve performance. We propose and evaluate two model variants, denoted as TriCL-N and TriCL-NG, which use only node-level contrast and node- and group-level contrast, respectively, to validate the effect of each type of contrast. From Table 1, we note that the more types of contrast we use, the better the performance tends to be. To be more specific, we analyze the effectiveness of each type of contrast (i.e., \( L_n \), \( L_g \), and \( L_m \)) on the node classification task in Table 2. We conduct experiments on all combinations of all types of contrast. The results show that using all types of contrast achieves the best performance in most cases as they are complementarily reinforcing each other (see Section 3.3 for motivating examples of how different types of contrast can be helpful for node representation learning). In most cases, using a combination of any two types of contrast is more powerful than using only one. It is noteworthy that while membership-level contrast causes model collapse\(^2\) (especially for the Citeseer, Process-driven graphs via clique expansion involves a loss of structural information. Especially, the Zoo dataset has large maximum and average hyperedge sizes (see Appendix A). When clique expansion is performed, a nearly complete graph, where most of the nodes are pairwise connected to each other, is obtained; and thus most of the structural information is lost, resulting in significant performance degradation.

Second, rather than just using node-level contrast, considering the different types of contrast (i.e., group- and membership-level contrast) together can help improve performance. We propose and evaluate two model variants, denoted as TriCL-N and TriCL-NG, which use only node-level contrast and node- and group-level contrast, respectively, to validate the effect of each type of contrast. From Table 1, we note that the more types of contrast we use, the better the performance tends to be. To be more specific, we analyze the effectiveness of each type of contrast (i.e., \( L_n \), \( L_g \), and \( L_m \)) on the node classification task in Table 2. We conduct experiments on all combinations of all types of contrast. The results show that using all types of contrast achieves the best performance in most cases as they are complementarily reinforcing each other (see Section 3.3 for motivating examples of how different types of contrast can be helpful for node representation learning). In most cases, using a combination of any two types of contrast is more powerful than using only one. It is noteworthy that while membership-level contrast causes model collapse\(^2\) (especially for the Citeseer, Process-driven

\(^2\)Model collapse (Zhu et al. 2021a) indicates that the model cannot
Table 1: Node classification accuracy and standard deviations. Graph methods, marked as *, are applied after converting hypergraphs to graphs via clique expansion. For each dataset, the best and the second-best performances are highlighted in boldface and underlined, respectively. A.R. denotes average rank, OOT denotes cases where results are not obtained within 24 hours, and OOM indicates out of memory on a 24GB GPU. In most cases, TriCL outperforms all others, including the supervised ones.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cora-C</th>
<th>Citeseer</th>
<th>Pubmed</th>
<th>Cora-A</th>
<th>DBLP</th>
<th>NTU2012</th>
<th>ModelNet40</th>
<th>A.R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>60.32 ± 1.5</td>
<td>62.06 ± 2.3</td>
<td>76.27 ± 1.1</td>
<td>64.05 ± 1.4</td>
<td>81.18 ± 0.2</td>
<td>65.17 ± 2.3</td>
<td>93.75 ± 0.6</td>
<td>14.4</td>
</tr>
<tr>
<td>GCN*</td>
<td>77.11 ± 1.8</td>
<td>66.07 ± 2.4</td>
<td>82.63 ± 0.6</td>
<td>73.66 ± 1.3</td>
<td>87.58 ± 0.2</td>
<td>71.17 ± 2.4</td>
<td>91.67 ± 0.2</td>
<td>11.1</td>
</tr>
<tr>
<td>GAT*</td>
<td>77.75 ± 2.1</td>
<td>67.62 ± 2.5</td>
<td>81.96 ± 0.7</td>
<td>74.52 ± 1.3</td>
<td>88.59 ± 0.1</td>
<td>70.94 ± 2.6</td>
<td>91.43 ± 0.3</td>
<td>10.1</td>
</tr>
<tr>
<td>HGNN</td>
<td>77.50 ± 1.8</td>
<td>66.16 ± 2.3</td>
<td>83.52 ± 0.7</td>
<td>74.38 ± 1.2</td>
<td>88.32 ± 0.3</td>
<td>72.03 ± 2.4</td>
<td>92.23 ± 0.2</td>
<td>9</td>
</tr>
<tr>
<td>HyperConv</td>
<td>76.19 ± 2.1</td>
<td>64.12 ± 2.6</td>
<td>83.42 ± 0.6</td>
<td>73.52 ± 1.0</td>
<td>88.83 ± 0.2</td>
<td>72.62 ± 2.6</td>
<td>91.84 ± 0.1</td>
<td>10.1</td>
</tr>
<tr>
<td>HNHN</td>
<td>76.21 ± 1.7</td>
<td>67.28 ± 2.2</td>
<td>80.97 ± 0.9</td>
<td>74.88 ± 1.6</td>
<td>86.71 ± 1.2</td>
<td>71.45 ± 3.2</td>
<td>92.96 ± 0.2</td>
<td>10.3</td>
</tr>
<tr>
<td>HyperGCN</td>
<td>64.11 ± 7.4</td>
<td>59.92 ± 9.6</td>
<td>78.40 ± 9.2</td>
<td>60.65 ± 9.2</td>
<td>76.59 ± 7.6</td>
<td>46.05 ± 3.9</td>
<td>69.23 ± 2.8</td>
<td>16.3</td>
</tr>
<tr>
<td>HyperSAGE</td>
<td>64.98 ± 5.3</td>
<td>52.94 ± 3.9</td>
<td>79.49 ± 8.7</td>
<td>64.59 ± 4.3</td>
<td>79.63 ± 8.6</td>
<td>OOT</td>
<td>OOT</td>
<td>16</td>
</tr>
<tr>
<td>UniGCN</td>
<td>77.91 ± 1.9</td>
<td>66.40 ± 1.9</td>
<td>84.08 ± 0.7</td>
<td>77.30 ± 1.4</td>
<td>90.31 ± 0.2</td>
<td>73.27 ± 2.7</td>
<td>94.62 ± 0.2</td>
<td>5.9</td>
</tr>
<tr>
<td>AllSet</td>
<td>76.21 ± 1.7</td>
<td>67.83 ± 1.8</td>
<td>82.85 ± 0.9</td>
<td>76.94 ± 1.3</td>
<td>90.07 ± 0.3</td>
<td>75.09 ± 2.5</td>
<td>96.85 ± 0.2</td>
<td>6.3</td>
</tr>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Node2vec*</td>
<td>70.99 ± 1.4</td>
<td>53.85 ± 1.9</td>
<td>78.75 ± 0.9</td>
<td>58.50 ± 2.1</td>
<td>72.09 ± 0.3</td>
<td>67.72 ± 2.1</td>
<td>84.94 ± 0.4</td>
<td>16</td>
</tr>
<tr>
<td>DGI*</td>
<td>78.17 ± 1.4</td>
<td>68.81 ± 1.8</td>
<td>80.83 ± 0.6</td>
<td>76.94 ± 1.1</td>
<td>88.00 ± 0.2</td>
<td>72.01 ± 2.5</td>
<td>92.18 ± 0.2</td>
<td>8.3</td>
</tr>
<tr>
<td>GRACE*</td>
<td>79.11 ± 1.7</td>
<td>68.65 ± 1.7</td>
<td>80.08 ± 0.7</td>
<td>76.59 ± 1.0</td>
<td>OOM</td>
<td>70.51 ± 2.4</td>
<td>90.68 ± 0.3</td>
<td>11</td>
</tr>
<tr>
<td>S2-HHGR</td>
<td>78.08 ± 1.7</td>
<td>68.21 ± 1.8</td>
<td>82.13 ± 0.6</td>
<td>78.15 ± 1.1</td>
<td>88.69 ± 0.2</td>
<td>73.95 ± 2.4</td>
<td>93.26 ± 0.2</td>
<td>6.6</td>
</tr>
<tr>
<td>Random-Init</td>
<td>63.62 ± 3.1</td>
<td>60.44 ± 2.5</td>
<td>67.49 ± 2.2</td>
<td>66.27 ± 2.2</td>
<td>76.57 ± 0.6</td>
<td>74.39 ± 2.6</td>
<td>96.29 ± 0.3</td>
<td>12.9</td>
</tr>
<tr>
<td>TriCL-N</td>
<td>80.23 ± 1.2</td>
<td>70.28 ± 1.5</td>
<td>83.44 ± 0.6</td>
<td>81.94 ± 1.1</td>
<td>90.88 ± 0.1</td>
<td>75.20 ± 2.6</td>
<td>97.01 ± 0.2</td>
<td>3.3</td>
</tr>
<tr>
<td>TriCL-NG</td>
<td>81.45 ± 1.2</td>
<td>71.38 ± 1.2</td>
<td>83.68 ± 0.7</td>
<td>82.00 ± 1.0</td>
<td>90.94 ± 0.1</td>
<td>75.25 ± 2.5</td>
<td>97.02 ± 0.1</td>
<td>3.3</td>
</tr>
<tr>
<td>TriCL</td>
<td>81.57 ± 1.1</td>
<td>72.02 ± 1.2</td>
<td>84.26 ± 0.6</td>
<td>82.15 ± 0.9</td>
<td>91.12 ± 0.1</td>
<td>75.23 ± 2.4</td>
<td>97.08 ± 0.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 2: Comparison of node classification accuracy according to whether or not to use each type of contrast (i.e., $L_n$, $L_g$, and $L_m$). Using all types of contrasts (i.e., node-, group-, and membership-level contrast) achieves the best performance in most cases as they are complementarily reinforcing each other.

<table>
<thead>
<tr>
<th>$L_n$</th>
<th>$L_g$</th>
<th>$L_m$</th>
<th>Cora-C</th>
<th>Citeseer</th>
<th>Pubmed</th>
<th>Cora-A</th>
<th>DBLP</th>
<th>NTU2012</th>
<th>ModelNet40</th>
<th>A.R.</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

DBLP, and Mushroom datasets) when used alone, it boosts performance when used with node- or group-level contrast. Lastly, in Table 2, we note that group-level contrast is more crucial than node-level contrast for the Citeseer dataset (marked with asterisk), even though the downstream task is node-level. This result empirically supports our motivations.

To sum up, the superior performance of TriCL demonstrates that it produces highly generalized representations. More ablation studies and sensitivity analysis on hyperparameters used in TriCL are provided in Appendix E.

Robustness to the number of negatives. To analyze how the number of negative samples influences the node classification performance, we propose an approximation of TriCL’s objective called TriCL-Sub. Here, instead of constructing the contrastive loss with all negatives, we randomly subsample $k$ negatives across the hypergraph for node- and group-level contrast, respectively, at every gradient step. Our results in Table 3 show that TriCL is very robust to the number of negatives; even if only two negative samples are used for node- and group-level contrast, the performance degradation is less than 1%, still outperforming the best performing unsupervised baseline method, S2-HHGR, by great margins. The results indicate that the random negative sampling is sufficiently effective for TriCL, and there is no need to select hard negatives, which incur additional costs.

4.4 Performance on Clustering

To show how well node representations trained with TriCL generalize across various downstream tasks, we evaluate the representations on the clustering task by k-means as described in Section 4.2. We use the node labels as ground truth for the clusters. To evaluate the clusters generated by k-means, we measure the agreement between the true labels and the cluster assignments by two metrics: Normalized Mutual Information (NMI) and pairwise F1 score. Table 4 summarizes the empirical performance. Our results show that TriCL achieves strong clustering performance in terms of all metrics across all datasets (1st place in terms of the aver-
Table 3: TriCL is very robust to the number of negative samples (i.e., \(k\)). A.P.D. stands for average performance degradation. Even if only two negative samples are used at every gradient step, the performance degrades by less than 1%.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cora-C</th>
<th>Citeeseer</th>
<th>Pubmed</th>
<th>Cora-A</th>
<th>DBLP</th>
<th>NTU2012</th>
<th>ModelNet40</th>
<th>A.P.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S^2)-HHGR all negatives</td>
<td>78.08 ± 1.7</td>
<td>68.21 ± 1.8</td>
<td>82.13 ± 0.6</td>
<td>78.15 ± 1.1</td>
<td>88.69 ± 0.2</td>
<td>73.95 ± 2.4</td>
<td>93.26 ± 0.2</td>
<td>-</td>
</tr>
<tr>
<td>TriCL-Sub ((k = 2))</td>
<td>80.62 ± 1.3</td>
<td>71.95 ± 1.3</td>
<td>83.22 ± 0.7</td>
<td>81.25 ± 1.0</td>
<td>90.66 ± 0.2</td>
<td>74.95 ± 2.6</td>
<td>97.02 ± 0.1</td>
<td>0.65%</td>
</tr>
<tr>
<td>TriCL-Sub ((k = 4))</td>
<td>81.15 ± 1.2</td>
<td><strong>72.24 ± 1.2</strong></td>
<td>83.91 ± 0.7</td>
<td>81.85 ± 0.9</td>
<td>90.83 ± 0.1</td>
<td>75.02 ± 2.6</td>
<td>97.05 ± 0.1</td>
<td>0.23%</td>
</tr>
<tr>
<td>TriCL-Sub ((k = 8))</td>
<td>81.32 ± 1.2</td>
<td>72.04 ± 1.3</td>
<td>83.88 ± 0.7</td>
<td>82.05 ± 0.9</td>
<td>90.93 ± 0.1</td>
<td>75.09 ± 2.5</td>
<td>97.05 ± 0.1</td>
<td>0.18%</td>
</tr>
<tr>
<td>TriCL-Sub ((k = 16))</td>
<td>81.49 ± 1.1</td>
<td>72.02 ± 1.2</td>
<td>84.23 ± 0.7</td>
<td>82.10 ± 0.9</td>
<td>90.97 ± 0.1</td>
<td>75.16 ± 2.5</td>
<td>97.07 ± 0.1</td>
<td>0.07%</td>
</tr>
<tr>
<td>TriCL all negatives</td>
<td><strong>81.57 ± 1.1</strong></td>
<td>72.02 ± 1.2</td>
<td><strong>84.26 ± 0.6</strong></td>
<td><strong>82.15 ± 0.9</strong></td>
<td><strong>91.12 ± 0.1</strong></td>
<td><strong>75.23 ± 2.4</strong></td>
<td><strong>97.08 ± 0.1</strong></td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of the embeddings learned by unsupervised methods using k-means clustering. As a na¨ıve baseline method, expressed by ‘features’, we only use the node features as an input of k-means. All metrics are normalized by multiplying 100. Larger NMI and F1 indicate better performance, and A.R. denotes average ranking. TriCL ranks first in clustering performance.

4.5 Qualitative Analysis

To represent and compare the quality of embeddings intuitively, Figure 2 shows t-SNE (Van der Maaten and Hinton 2008) plots of the node embeddings produced by TriCL and its two variants (i.e., TriCL-N and TriCL-NG) on the Citeeseer and Cora Co-citation dataset. As expected from the quantitative results, the 2-D projection of embeddings learned by TriCL shows visually and numerically (based on the Silhouette score (Rousseeuw 1987)) more distinguishable clusters than those obtained by its two variants. In Appendix F, we give additional qualitative analysis.

5 Conclusion

In this paper, we proposed TriCL, a novel hypergraph contrastive representation learning approach. We summarize our contributions as follows:

- We proposed the use of tri-directional contrast, which is a combination of node-, group-, and membership-level contrast, that consistently and substantially improves the quality of the learned embeddings.

- We achieved state-of-the-art results in node classification on hypergraphs by using tri-directional contrast together with our data augmentation schemes. Moreover, we verified the surprising effectiveness of uniform negative sampling for our use cases.

- We demonstrated the superiority of TriCL with extensive experiments using 14 baseline approaches, 10 datasets (including three used in Appendix E), and two tasks.
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