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Abstract

This paper introduces SigMaNet, a generalized Graph Convolutional Network (GCN) capable of handling both undirected and directed graphs with weights not restricted in sign or magnitude. The cornerstone of SigMaNet is the Sign-Magnetic Laplacian ($L^\sigma$), a new Laplacian matrix that we introduce \textit{ex novo} in this work. $L^\sigma$ allows us to bridge a gap in the current literature by extending the theory of spectral GCNs to (directed) graphs with both positive and negative weights. $L^\sigma$ exhibits several desirable properties not enjoyed by other Laplacian matrices on which several state-of-the-art architectures are based, among which encoding the edge direction and weight in a clear and natural way that is not negatively affected by the weight magnitude. $L^\sigma$ is also completely parameter-free, which is not the case of other Laplacian operators such as, e.g., the Magnetic Laplacian. The versatility and the performance of our proposed approach is amply demonstrated via computational experiments. Indeed, our results show that, for at least a metric, SigMaNet achieves the best performance in 15 out of 21 cases and either the first- or second-best performance in 21 cases out of 21, even when compared to architectures that are either more complex or that, due to being designed for a narrower class of graphs, should—but do not—achieve a better performance.

Introduction

The dramatic advancements of neural networks and deep-learning have provided researchers and practitioners with extremely powerful analytics tools. Increasingly complex phenomena and processes which can often be modeled as graphs or networks, such as, e.g., social networks (Backstrom and Leskovec 2011), knowledge graphs (Zou 2020), protein interaction networks (Kashyap et al. 2018), or the World Wide Web (only to mention a few) can now be successfully addressed via Graph Convolutional Networks (GCNs). Compared with other approaches, GCNs effectively manage to represent the data and its interrelationships by explicitly capturing the topology of the underlying graph within a suitably-designed convolution operator.

In the literature, GCNs mostly belong to two categories: spectral based and spatial based (Wu et al. 2020). Spatial GCNs define the convolution operator as a localized aggregation operator (Wang et al. 2019) (although, rigorously speaking, such an operator may not always be called a convolution operator from a mathematical perspective). Differently, spectral GCNs define the convolution operator (a rigorous one in this case) as a function of the eigenvalue decomposition of the Laplacian matrix associated with the graph (Kipf and Welling 2017). In their basic definition, both methods assume the graph to be undirected and to feature nonnegative weights. For a comprehensive review, we refer the reader to (Zhang et al. 2019; Wu et al. 2020; He et al. 2022c).

Many real-world processes and phenomena can be modeled as directed graphs. While spatial GCNs have a natural extension to directed graphs, most spectral methods require the graph to be undirected and to feature nonnegative weights for their convolution operator to be well-defined. Indeed, due to being based on graph signal processing (Sandryhaila and Moura 2013; Chen et al. 2015), spectral GCNs require three fundamental properties to be satisfied which fail to hold when the graph is directed and/or features negative weights: \textit{a}) the Laplacian matrix must be diagonalizable, i.e., it must admit an eigenvalue decomposition, \textit{b}) the Laplacian matrix must be positive semidefinite, and \textit{c}) the spectrum of the normalized Laplacian matrix must be upper-bounded by 2 (Kipf and Welling 2017; Wu et al. 2020).

In recent years, several extensions of the definition of Laplacian matrix have been proposed to overcome the first limitation, i.e., to handle directed graphs (see, e.g., the Magnetic Laplacian (Zhang et al. 2021b,a) and the Approximate Digraph Laplacian constructed via the PageRank matrix (Tong et al. 2020a)). Differently, no spectral techniques have been introduced so far to overcome the second limitation, i.e., to handle graphs with edge weights unrestricted in sign, which arise in many relevant applications (such as, e.g., those where the graph models credit/debit transactions between customers, like/dislike evaluations among users, or positive/negative user opinions). This paper aims at overcoming such a major limitation.

Main Contributions and Novelty of the Work

- We extend the theory of spectral-based GCNs by introducing SigMaNet, the first spectral GCN capable of handling both directed and undirected graphs with weights unrestricted in sign and of arbitrary magnitude.
- We introduce the \textit{Sign-Magnetic Laplacian} matrix $L^\sigma$, a
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new Laplacian matrix (which can be of independent interest beyond the scope of this paper) upon which SigMaNet is built. We show that $L^*$ satisfies all the properties that are needed for the definition of a convolution operator, among which being positive semi-definite regardless of the sign and magnitude of the edge weights. $L^*$ also exhibits useful structural properties, among which being positively homogeneous (thus being proportional to the magnitude of the graph weights) and allowing for a natural interpretation of the weight sign in terms of the edge direction—two properties that other Laplacian matrices do not enjoy. Compared with other proposals, the definition of $L^*$ is also parameter-free.

- We experiment with SigMaNet on four tasks using both real-world and synthetically-generated datasets. For the first task, we consider graphs with positive and negative edge weights, for which SigMaNet is the only spectral GCN that can be adopted, and find it to outperform the (more complex) state-of-the-art networks in 3 cases out of 5. For the other three tasks, we consider graphs with non-negative weights, which allows us to compare SigMaNet with the other state-of-the-art spectral GCNs. While these GCNs are designed solely for graphs with nonnegative weights and, thus, one may expect that the wider applicability of SigMaNet may come at the price of an inferior performance, our experiments show that this is not the case, as SigMaNet is found to outperform the other GCNs in 11 cases out of 16. Across all four tasks, SigMaNet is consistently either the best performing or the second-best performing method according to at least a metric.

**Preliminaries and Previous Works**

For a given $n \in \mathbb{N}$, we denote by $[n]$ the set of integers $\{1, \ldots, n\}$. For a given matrix $M$ of appropriate dimensions with real eigenvalues, we denote its largest eigenvalue by $\lambda_{\text{max}}(M)$. Throughout the paper, $e$ and $ee^\dagger$ denote the all-one vector and matrix of appropriate dimensions. Undirected and directed graphs are denoted by $G = (V, E)$, where $V$ is the set of vertices and $E$ the set of edges. In the undirected (directed) case, $E$ is a collection of unordered (ordered) pairs of elements in $V$. $G$ is always assumed to be self-loop free.

**Generalized Convolution Matrices**

Let $M \in \mathbb{C}^{n \times n}$, $n \in \mathbb{N}$, be a positive semidefinite Hermitian matrix with eigenvalue (or spectral) decomposition $M = U\Lambda U^*$, where $\Lambda \in \mathbb{R}^{n \times n}$ is the diagonal matrix whose elements are the (real, as $M$ is Hermitian) eigenvalues of $M$, $U \in \mathbb{C}^{n \times n}$, and $U^*$ is $U$'s complex conjugate. For each $i \in [n]$, the $i$-th column of $U$ coincides with the $i$-th eigenvector of $M$ corresponding to its $i$-th eigenvalue $\lambda_{ii}$. The columns of $U$ form a basis of $\mathbb{C}^n$. We assume $\lambda_{\text{max}}(M) \leq 2$.

Given a signal $x \in \mathbb{C}^n$, let $\tilde{x}$ be its discrete Fourier transform with basis $U$, i.e., $\tilde{x} = U^* x$. As $U^{-1} = U^*$, the transform is invertible and the inverse transform of $\tilde{x}$ reads $x = U \tilde{x}$. Given a filter $y \in \mathbb{C}^n$, the transform of its convolution $y \ast x$ satisfies the relationship $\tilde{y} \ast \tilde{x} = \tilde{y} \odot \tilde{x} = \text{Diag}(\tilde{y}) \tilde{x}$, where $\ast$ and $\odot$ denote the convolution and the Hadamard (or component-wise) product, respectively. Applying the inverse transform, we have $y \ast x = U \text{Diag}(\tilde{y}) U^* x$. Letting $\Sigma := \text{Diag}(\tilde{y})$, we call a generalized convolution matrix the matrix $Y := U \Sigma U^*$, as $y \ast x = Y x$.

Let $\Lambda := \frac{2}{\lambda_{\text{max}}(M)} \Lambda - I$ be the normalization of $\Lambda$. As $UU^* = I$, the same normalization applied to $M$ leads to $\tilde{M} = U \Sigma U^* = \frac{2}{\lambda_{\text{max}}} M - I$. Following (Hammond, Vandergheynst, and Gribonval 2011; Kipf and Welling 2017), we assume that $y$ is such that the entries of $\tilde{y}$ are real-valued polynomials in $\Lambda$, i.e., that $\tilde{y}_i = \sum_{k=0}^K \theta_k T_k(\Lambda)$, $i \in [n]$, where $\theta_0, \ldots, \theta_K \in \mathbb{R}$, $K \in \mathbb{N}$, and $T_k$ is the Chebyshev polynomial of the first kind of order $k$. $T_k$ is recursively defined as $T_0(x) = 1$, $T_1(x) = x$, and $T_{k}(x) = 2xT_{k-1}(x) - T_{k-2}(x)$ for $k \geq 2$, with $x \in \mathbb{R} \cap [-1, 1]$. Thus, we rewrite $\Sigma$ as $\Sigma = \text{Diag}(\tilde{y}) = \sum_{k=0}^K \theta_k T_k(\Lambda)$, where $T_k$ is applied component-wise to $\Lambda$, i.e., $(T_k(\Lambda))_{ij} = T_k(\Lambda_{ij})$ for all $i, j \in [n]$. With this, the convolution of $x$ by $y$ can be rewritten as $Y x = U \Sigma U^* x = U \left( \sum_{k=0}^K \theta_k T_k(\Lambda) \right) U^* x$. Since, as it is easy to verify, $(U \Lambda U^*)^k = U \Lambda^k U^*$ holds for all $k \in \mathbb{N}$, one can also verify that $Y x = U \left( \sum_{k=0}^K \theta_k T_k(\Lambda) \right) U^* x = \sum_{k=0}^K \theta_k T_k(U \Lambda U^*) x = \sum_{k=0}^K \theta_k T_k(M) x$.

Assuming $\lambda_{\text{max}} = 2$, we have $\tilde{M} = M - I$. Letting $K = 1$ and $\theta_1 = -\theta_0$, deduce:

$$y \ast x = Y x = (\theta_0 I - \theta_0(M - I)) x = \theta_0(2I - M)x. \quad (1)$$

If $M$ is chosen so as to express the topology of the graph and $x$ coincides with the graph features, Eq. (1) represents the convolution operation underlying a spectral GCN. $M$ should satisfy three properties for Eq. (1) to apply: $i)$ it should admit an eigenvalue decomposition, $ii)$ it should be positive semidefinite, and $iii)$ its spectrum should be upper-bounded by 2. Examples of $M$ are given in the following subsections.

**Spectral Convolutions for Undirected Graphs**

Let $G = (V, E)$ be an undirected graph with $n = |V|$ without weights nor signs associated with its edges and let $A \in \{0, 1\}^{n \times n}$ be its adjacency matrix, with $A_{ij} = 1$ if and only if $(i, j) \in E$. The Laplacian matrix of $G$ is defined as:

$$L := D - A,$$

where $D := \text{Diag}(Ae)$ is a diagonal matrix and, for each $i \in V$, $D_{ii}$ equal to the degree of node $i$ (Chung and Graham 1997). The normalized Laplacian matrix is defined as:

$$L_{\text{norm}} := D^{-\frac{1}{2}} L D^{-\frac{1}{2}} = D^{-\frac{1}{2}} (D - A) D^{-\frac{1}{2}} = I - D^{-\frac{1}{2}} AD^{-\frac{1}{2}}.$$

$L_{\text{norm}}$ satisfies many properties, among which $i)$, $ii)$ and $iii)$.

The spectral convolution on the undirected graph $G$ introduced by Kipf and Welling (2017) is obtained by letting $M := L_{\text{norm}}$ and defining $Y$ as done before. Eq. (1) becomes:

$$y \ast x = Y x = \theta_0(2I - (I - D^{-\frac{1}{2}} AD^{-\frac{1}{2}})) x = \theta_0(I + D^{-\frac{1}{2}} AD^{-\frac{1}{2}}) x. \quad (2)$$

\footnote{A matrix is called Hermitian if its real part is symmetric and its imaginary part skew-symmetric.}
To alleviate numerical instabilities and exploding/vanishing gradients when training a GCN built on Eq. (2), Kipf and Welling (2017) suggest the adoption of the following modified equation with a modified convolution matrix $\tilde{Y}$:

$$y \star x = \tilde{Y}x = \theta_0(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}})x,$$

where $\tilde{A} := A + I$ and $\tilde{D} := \text{Diag}(\tilde{A}e)$. 

**Drawbacks** The Laplacian matrix $L$ is well defined only for undirected graphs with (if any) nonnegative weights for two reasons. i) If $G$ is a directed graph, the adjacency matrix $A$ (and, thus, $L$) is, in the general case, not symmetric; thus, $L$ may not admit an eigenvalue decomposition. ii) If $G$ is directed, the sum of the columns of $A$ (out degree) is not necessarily identical to the sum of its rows (in degree); thus, the matrix $\tilde{D}$ is not well defined (as $\text{Diag}(\tilde{A}e) \neq \text{Diag}(e^\top A)$). If $G$ is undirected but features edges $\{i, j\} \in E$ with a negative weight $w_{ij} < 0$, $L$ is not necessarily positive semidefinite as, even if $\text{Diag}(\tilde{A}e) = \text{Diag}(e^\top A)$, $\tilde{D}^{-\frac{1}{2}} \notin \mathbb{R}^{n \times n}$ if $D_{ii} < 0$. 

**Spectral Convolutions for Directed Graphs**

Since the adjacency matrix of a directed graph is asymmetric, the Laplacian matrix $L$ defined before does not enjoy properties i), ii) and iii) and, therefore, it is not possible to directly apply Eq. (2) to define a spectral graph convolution. Alternative approaches such as those of Tong et al. (2020b) and Tong et al. (2020a) (which split the adjacency matrix $A$ into a collection of symmetric matrices in such a way that the information regarding the direction of the edges is not lost) are known, but they typically come at the cost of increasing the size and complexity of the neural network.

A more direct way to encode the directional information of the edges is resorting to complex-valued matrices that are Hermitian. Indeed, albeit asymmetric in the general case, Hermitian matrices admit an eigenvalue decomposition with real eigenvalues. The Magnetic Laplacian is one such matrix. It was first introduced in particle physics and quantum mechanics by Lieb and Loss (1993) and then applied in the context of context detection by Fanuel et al. (2018), in graph signal processing by Furutani et al. (2019) and, lastly, in the context of spectral GCNs by Zhang et al. (2021b, a).

Let $A_s := \frac{1}{2}(A + A^\top)$ be the symmetrized version of $A$ and let $D_s := \text{Diag}(A_s e)$. The Magnetic Laplacian is defined as the following Hermitian positive semidefinite matrix:

$$L^{(q)} := D_s - H^{(q)},$$

with

$$H^{(q)} := A_s \circ \exp \left( i \Theta^{(q)} \right), \Theta^{(q)} := 2\pi q \left( A - A^\top \right),$$

where $i$ is the square root of the negative unit, i.e., $i = \sqrt{-1}$, and $\exp(\cdot)$ and $\cos(\cdot)$ and $\sin(\cdot)$ are applied component-wise. $\Theta$ is a phase matrix that captures the directional information of the edges. The parameter $q \geq 0$ represents the electric charge. It is typically set to values smaller than 1 such as $[0, \frac{1}{2}]$ as in Zhang et al. (2021b) or $[0, \frac{1}{2}]$ as in Fanuel, Alaiz, and Suykens (2017). If $q = 0$, $\Theta^{(q)} = 0$ and $L^{(q)}$ boils down to the Laplacian matrix $L$ defined on the "symmetrized" version of the graph with adjacency matrix $A_s$ (which, crucially, renders $G$ completely undirected and its directional information is lost).

For unweighted directed graphs where $A \in \{0, 1\}^{n \times n}$, $H^{(q)}$ straightforwardly captures the graph’s directional information. Assuming $q = 0.25$, we have $H^{(q)}_{ij} = H^{(q)}_{ji} = 1 + i 0$ if $(i, j), (j, i) \in E$ and $H^{(q)} = 0 + i \frac{1}{2}$ and $H^{(q)} = 0 - i \frac{1}{2}$ if $(i, j) \not\in E \land (j, i) \not\in E$. This way, digons (pairs of antiparallel edges) are represented as single undirected edges in the real part of $H^{(q)}$ whereas any other edge is represented in the imaginary part of $H^{(q)}$ with a sign encoding its direction.

**Drawbacks** The Magnetic Laplacian $L^{(q)}$ suffers from two drawbacks. Drawback #1 is that $L^{(q)}$ is well defined only for graphs with nonnegative weights. Indeed, if $(D_s)_{ii} < 0$ for some $i \in V$, in the general case $L^{(q)}$ is not positive semidefinite and $D_s^{-\frac{1}{2}}$ does not belong to $\mathbb{R}^{n \times n}$. Drawback #2 is that, even when restricted to graphs with nonnegative weights, $L^{(q)}$ exhibits a crucial sign-pattern inconsistency if the edge weights are sufficiently large. Indeed, while for unweighted graphs $L^{(q)}$ always captures the directional information of the edges by the sign of the imaginary part of $H^{(q)}$, this is not necessarily the case for weighted graphs, where the sign pattern of $H^{(q)}$ can drastically change irrespective of the edge direction by just scaling the edge weights by a positive constant. To see this, assume, for instance, $(i, j) \in E$ and $(j, i) \not\in E$ with $A_{ij} = 1$. Then, we obtain: $H^{(0.25)} = 0.40 - 0.31 + i 0.40 - 0.95$ and $H^{(0.25)} = 0.40 - 0.31 - i 0.40 - 0.95$ by scaling $A_{ij}$ by $0.8$; $H^{(0.25)} = -1 + i 0$ by scaling $A_{ij}$ by $2$; $H^{(0.25)} = 0 + i \frac{5}{2}$ by scaling $A_{ij}$ by $5$; and $H^{(0.25)} = \frac{36}{5} + i 0$ by scaling $A_{ij}$ by $36$. This shows that $L^{(q)}$ is not robust to scaling and that, in it, the edge direction information can easily be lost.

**Our Proposal: The Sign-Magnetic Laplacian and SigMaNet**

In this section, we extend the theory underlying spectral GCNs by introducing the Sign-Magnetic Laplacian matrix, a positive semidefinite Hermitian matrix that well captures the directional as well as the weight information of any directed graph with weights unrestricted in sign nor magnitude without suffering from the two drawbacks we outlined before.

**Sign-Magnetic Laplacian**

We introduce the following Hermitian matrix, which we refer to as the Sign-Magnetic Laplacian:

$$L^{\sigma} := \tilde{D}_s - H^{\sigma},$$

with

$$H^{\sigma} := A_s \circ \left( e^\top e - \text{sgn}(|A - A^\top|) + i \text{sgn}(|A| - |A^\top|) \right),$$

where $A_s := \frac{1}{2}(A + A^\top)$, $\tilde{D}_s := \text{Diag}(|A_s| e)$, and $\text{sgn} : \mathbb{R} \rightarrow \{-1, 0, 1\}$ is the signum function (applied component-wise). Let us illustrate the way the graph topology and its weights are stored in $H^{\sigma}$. $H^{\sigma}$ encodes the direction and weight of every edge $(i, j) \in E$ that does not have an antiparallel edge $(j, i)$ purely in its imaginary part.
by $H^2_{ij} = -H^2_{ji} = 0 + i\frac{1}{2}A_{ij}$. Pairs of antiparallel edges with $A_{ij} = A_{ji}$ are encoded purely in the real part by $H^0_{ij} = H^0_{ji} = \frac{1}{2}(A_{ij} + A_{ji}) + i0$ (as if they coincided with an undirected edge of the same weight). Differently, pairs of antiparallel edges with $A_{ij} \neq A_{ji}$ are encoded purely in the imaginary part by $H^1_{ij} = -H^1_{ji} = 0 - i\frac{1}{2}(A_{ij} + A_{ji})$ if $|A_{ij}| > |A_{ji}|$ and $H^1_{ij} = -H^1_{ji} = 0 - i\frac{1}{2}(A_{ij} + A_{ji})$ if $|A_{ij}| < |A_{ji}|$. We define the normalized version of $L^\sigma$ as:

$$L^\sigma_{\text{norm}} := \tilde{D}_s^{-\frac{1}{2}}L^\sigma\tilde{D}_s^{-\frac{1}{2}} = I - \tilde{D}_s^{-\frac{1}{2}}H^\sigma\tilde{D}_s^{-\frac{1}{2}}. \tag{4}$$

One can show that both $L^\sigma$ and $L^\sigma_{\text{norm}}$ are Hermitian by construction. Therefore, they admit an eigenvalue decomposition and, thus, satisfy property $i)$.

$L^\sigma$ is defined in such a way that, if $G$ is unweighted, it mirrors the behavior of $L^{(q)}$ with $q = 0.25$:

**Theorem 1.** If $A \in \{0, 1\}^{n \times n}$ and $q = 0.25$, $L^\sigma = L^{(q)}$.

In contrast with $L^{(q)}$, $L^\sigma$ does not suffer from drawback #1 as it is well-defined even when $G$ features negative weights.

With the following two results, we show that $L^\sigma$ and $L^\sigma_{\text{norm}}$ enjoy the two remaining properties $ii)$ and $iii)$ that are required for the construction of a convolutional operator:

**Theorem 2.** $L^\sigma$ and $L^\sigma_{\text{norm}}$ are positive semidefinite.

**Theorem 3.** $\lambda_{\text{max}}(L^\sigma_{\text{norm}}) \leq 2$.

With the next result, we show that $L^\sigma$ encodes the topology of $G$ (including its directions) and the weights of its edges in such a way that it is always proportional to the magnitude of $A$ (i.e., to the magnitude of graph weights):

**Theorem 4.** Given a constant $\alpha \in \mathbb{R}^+$, $L^\sigma$ satisfies the homogeneity property $L^\sigma(\alpha A) = \alpha L^\sigma(A)$, where $L^\sigma(\alpha A)$ and $L^\sigma(A)$ are the Sign-Magnetic Laplacian matrices of a directed graph with, respectively, adjacency matrix $\alpha A \in \mathbb{R}^{n \times n}$ and $A \in \mathbb{R}^{n \times n}$.

Theorem 4 shows that $L^\sigma$ is robust to scaling applied to the weights of $G$. From it, we deduce the following result, which shows that $L^\sigma$ does not suffer from drawback #2:

**Corollary 1.** The sign-pattern of $L^\sigma$ is uniquely determined by the topology of $G$ and, thus, $L^\sigma$ does not suffer from any sign-pattern inconsistencies.

Lastly, we show that $L^\sigma$ satisfies the following invariant:

**Theorem 5.** Given a weighted digon-free directed graph $G = (V, E)$ and a directed edge $(i, j) \in E$ of weight $w_{ij}$, let $G' = (V, E')$ be a graph obtained by reversing the direction of $(i, j)$ in $G$ into $(j, i)$ and flipping the weight sign with $w'_{ji} = -w_{ij}$. Letting $L^\sigma(G)$ and $L^\sigma(G')$ be the $L^\sigma$ matrix defined on $G$ and $G'$, resp., we have: $L^\sigma(G) = L^\sigma(G')$.

Theorem 5 shows that the behavior of $L^\sigma$ is consistent with applications where the graph models a flow relationship in which flipping the sign of an edge coincides with flipping its direction. This applies to, among others, scenarios where the weights represent flow values such as cash flows, where it is reasonable to assume that a negative flow from $i$ to $j$ correspond to a positive flow from $j$ to $i$.

### SigMaNet’s Architecture

For the spectral convolution operator to be well defined the Laplacian matrix must satisfy properties $i), ii)$, and $iii)$. As the hermiticity of $L^\sigma_{\text{norm}}$, Theorem 2, and Theorem 3 show that $L^\sigma_{\text{norm}}$ enjoys these properties, Eq. (2) can be rewritten as:

$$Yx = \theta_0 \left( I + \tilde{D}_s^{-\frac{1}{2}}H^\sigma\tilde{D}_s^{-\frac{1}{2}} \right)x.$$

Following Kipf and Welling (2017) to avoid numerical instabilities, we apply Eq. (3) with $\tilde{D}_s^{-\frac{1}{2}}H^\sigma\tilde{D}_s^{-\frac{1}{2}}$ in lieu of $I + \tilde{D}_s^{-\frac{1}{2}}H^\sigma\tilde{D}_s^{-\frac{1}{2}}$, where $H^\sigma$ and $\tilde{D}$ are defined based on $A := A + I$ rather than $A$. We generalize the feature vector signal $x \in \mathbb{C}^{n \times 1}$ to a feature matrix signal $X \in \mathbb{C}^{n \times c}$ with $c$ input channels (i.e., a $c$-dimensional feature vector for every node of the graph). Letting $\Theta \in \mathbb{C}^{c \times f}$ be a matrix of learnable filter parameters with $f$ filters and $\phi$ an activation function applied component-wise to the input matrix, the output $Z^\sigma \in \mathbb{C}^{n \times f}$ of SigMaNet’s convolutional layer is:

$$Z^\sigma(X) = \phi(\tilde{D}_s^{-\frac{1}{2}}H^\sigma\tilde{D}_s^{-\frac{1}{2}}X\Theta). \tag{5}$$

Since the argument of $\phi$ is a complex matrix and, thus, traditional activation functions cannot be directly adopted, we follow Zhang et al. (2021b) and rely on a complex version of the ReLU activation function which is defined for a given $z \in \mathbb{C}$ as $\phi(z) = z$ if $\Re(z) \geq 0$ and $\phi(z) = 0$ otherwise. As the output of the convolutional layer $Z^\sigma$ is complex-valued, to coerce it into the reals without information loss we apply an unwind operation by which $Z^\sigma(X) \in \mathbb{C}^{n \times f}$ is transformed into $\|\Re(Z^\sigma(X))\| + \|\Im(Z^\sigma(X))\| \in \mathbb{R}^{n \times 2f}$. To obtain the final result based on the task at hand, we apply either a linear layer with weights $W$ or a 1D convolution.

Considering, e.g., the task of predicting the class of an edge, SigMaNet is defined as:

$$\text{softmax} \left( \text{unwind} \left( Z^{\sigma(2)} \left( Z^{\sigma(1)} \left( X^{(0)} \right) \right) \right) \right)W,$$

where $X^{(0)} \in \mathbb{R}^{n \times c}$ is the input feature matrix, $Z^{\sigma(1)} \in \mathbb{C}^{n \times f}$, and $Z^{\sigma(2)} \in \mathbb{C}^{n \times f}$ are the spectral graph convolutional layers, $W \in \mathbb{R}^{2f \times d}$ are the weights of the linear layer (with $d$ being the number of classes), and softmax : $\mathbb{R}^d \rightarrow \mathbb{R}$ is the normalized exponential activation function.

SigMaNet features a flexible architecture that differs from other spectral GCNs in the literature (e.g., MagNet (Zhang et al. 2021b)) mainly in the way the convolutional layer is defined. As such, it can easily be applied to a variety of tasks in an almost task-agnostic way (provided that one defines a suitable loss function) while architectures such as MagNet are suitable only for tasks whose graph has nonnegative edge weights. As $L^\sigma$ is entirely parameter-free, SigMaNet does not require any fine-tunings to optimize the propagation of topological information through the network, differently from, e.g., DiGraph (Tong et al. 2020a) and MagNet.

### Complexity of SigMaNet

Assuming, as done in our experiments, that SigMaNet features two graph-convolutional layers with $f_1$ and $f_2$ filters, each defined as in Eq. (5) and $c$ features per node, the complexity of SigMaNet is $O(nc(n + f_1) + nf_1(n + f_2) + \Gamma)$,
where \( \Gamma \) accounts for the complexity of the last (task-specific) layer. For the four tasks that we consider in the next section, we have \( \Gamma = m^{\text{train}} n f d l \) for the first three (link sign/direction/existence prediction), where \( m^{\text{train}} \) is the number of edges in the training set and \( d \) is the number of classes, and \( \Gamma = n f d l \) for the last one (node classification). The complexity is quadratic in \( n \) and, assuming \( O(f_1) = O(f_2) = O(c) = O(d) \), also quadratic in the feature/class space.

We remark that, while enjoying a wider applicability due to being able to handle graphs with edge weights unrestricted in sign), SigMaNet features half the weights of MagNet.

**Numerical Experiments**

In this section, we report on a set of computational experiments carried out on four tasks: link sign prediction, link existence prediction, link direction prediction, and node classification. The experiments are conducted to assess the performance of SigMaNet on graphs with weights unrestricted in sign on which no other spectral GCNs can be applied (link sign prediction) and to compare it to other state-of-the-art spectral and spatial approaches on graphs with nonnegative weights (link existence/direction prediction and node classification). The code is available on GitHub.\(^2\)

For the link sign prediction task, we compare SigMaNet with three categories of methods: \( i \) signed network embedding: SiNE (Wang et al. 2017), SIGNet (Islam, Aditya Prakash, and Ramakrishnan 2018), BESIDE (Chen et al. 2018); \( ii \) Feature Engineering: FeExtra (Leskovec, Huttenlocher, and Kleinberg 2010a); and \( iii \) signed graph neural networks: SGCN (Derr, Ma, and Tang 2018), SiGAT (Huang et al. 2019), and SDGNN (Huang et al. 2021). For the link prediction and node classification tasks, we compare SigMaNet with the following three categories of methods: \( i \) spectral methods designed for undirected graph: ChebNet (Defferrard, Bresson, and Vandergheynst 2016), GCN (Kipf and Welling 2017); \( ii \) spectral methods designed for directed graphs: DGCN (Tong et al. 2020b), DiGraph (Tong et al. 2020a), DiGCN (Tong et al. 2021), and MagNet (Zhang et al. 2021b), and \( iii \) spatial methods: APPNP (Klicpera, Bojchevski, and Günnemann 2019), SAGE (Hamilton, Ying, and Leskovec 2017), GIN (Xu et al. 2018), GAT (Veličković et al. 2017), and SSSNET (He et al. 2022b).\(^3\)

Throughout this section’s tables, the best results are reported in **boldface** and the second best are underlined.

**Datasets**

We test SigMaNet on six real-world datasets from the literature: Bitcoin-OTC and Bitcoin Alpha (Kumar et al. 2016); Slashdot and Epinions (Leskovec, Huttenlocher, and Kleinberg 2010b); WikiRfa (West et al. 2014); and Telegram (Bovet and Grindrod 2020). In order to better assess SigMaNet’s performance as the density of the graph increases, in three tasks we also consider a synthetic set of graphs generated via a direct stochastic block model (DSBM) with (unlike what is done in (Zhang et al. 2021b)) edge weights greater than 1. These datasets are generated by varying: \( i \) the number of nodes \( n \); \( ii \) the number of clusters \( C \); \( iii \) the probability \( \alpha_{ij} \) to create an undirected edge between nodes \( i \) and \( j \) belonging to different clusters; \( iv \) the probability \( \alpha_{ii} \) to create an undirected edge between two nodes in the same cluster, and \( v \) the probability \( \beta_{ij} \) of an edge taking a certain direction. Each node is labeled with the index of the cluster it belongs to.

**Link Sign Prediction**

The link sign prediction task is a classification problem designed for graphs with both positive and negative edge weights. It consists of predicting the sign of the edges in the graph and, thus, for such task SigMaNet is the only spectral-based GCN that can be used.

For this task, we adopt the Bitcoin Alpha, Bitcoin-OTC, WikiRfa, Slashdot, and Epinions datasets, which are directed graphs with weights of unrestricted sign (necessary for the task to be applicable) and of arbitrary magnitude, with the sole exception of the last two, whose weights satisfy \( A \in \{-1, 0, +1\}^{n \times n} \). In these five datasets, the classes of positive and negative weighted edges are imbalanced (i.e., nearly 80% are positive edges). The experiments are run with \( k \)-cross validation with \( k = 5 \), reporting the average score obtained across the \( k \) splits. Connectivity is maintained when building each training set by guaranteeing that the graph used for training in each fold contain a spanning tree. Following (Huang et al. 2021), we adopt a 80%-20% training-testing split.

The results are reported in Table 1.\(^4\) We observe that SigMaNet clearly outperforms all competitors on the three datasets whose graphs have unrestricted weights, i.e., Bitcoin Alpha, Bitcoin-OTC, and WikiRfa. On graphs with unit weights, i.e., Slashdot and Epinions, its performance, while marginally worse, is still in line with the best methods. This suggests the relevance of Corollary 1 towards SigMaNet’s performance. We remark that the latter is achieved in spite of SigMaNet being less complex than the deep neural networks we compared it to here, which feature two sequentially-applied neural networks (one producing a set of embeddings from which the other one predicts the link sign via a logistics regression).

**Link (Existence and Direction) Prediction**

We consider the existence prediction task of predicting whether \((u, v) \in E\) for a pair of vertices \( u, v \in V \), \( u \neq v \) provided as input and the direction prediction task of predicting whether \((u, v) \in E \) or \((v, u) \in E \) or both.

\(^2\)https://github.com/Stefa1994/SigMaNet.

\(^3\)(He et al. 2022a) (appeared after the submission of this paper) reports experiments in which SigMaNet seems to perform poorly. In them, though, SigMaNet is used in a much simplified configuration than in our paper that only features four convolutional filters, whereas, in this work, the number of filters is chosen from \{16, 32, 64\} via hyperparameter optimization.

\(^4\)Except for SigMaNet, the results are taken from (Huang et al. 2021). For SGCN, SiGAT, and SDGNN, we chose to report the results in (Huang et al. 2021) rather than those in (He et al. 2022c) as the former are better, and, thus, more challenging for SigMaNet.
For both tasks, we only consider graphs with nonnegative edge weights in order to compare SigMaNet not just to spatial GCNs as done before, but also to state-of-the-art spectral-based ones. As such GCNs are designed solely for graphs with nonnegative weights, one may expect that the wider applicability of SigMaNet should come at the price of inferior performances. Our experiments show that this is not the case.

We consider the Telegram, Bitcoin Alpha, Bitcoin-OTC datasets and synthetic DBSM graphs. The latter are generated with $n = 2500$, $C = 5$, $\alpha_{ii} = 0.1$, $\beta_{ij} = 0.2$, with inter-cluster density $\alpha_{ij} \in \{0.05, 0.08, 0.1\}$.\(^5\) Following Zhang et al. (2021b), in each task we reserve 15% of the edges for testing, 5% for validation, and use the remaining ones for training. The experiments are run with $k$-cross validation with $k = 10$.

Tables 2 and 3 report the results obtained for the existence and direction prediction tasks, respectively. The tables show that, when compared to the other 10 methods, SigMaNet achieves the best performance on 9 datasets out of 12 and that it achieves either the first- or the second-best performance on 12 datasets out of 12. SigMaNet is also consistently better than the state of the art on the synthetic datasets. This is likely due to the positive homogeneity property (Theorem 4) as the synthetic datasets have a significantly wider range of weights ($[2, 1000]$) than the real-world ones (in Telegram, for instance, the mean and median weight is 2 and 20.7 and only 96.4% of the weights are smaller than 100).

\(^5\)As spectral methods, except for SigMaNet, cannot handle graphs with negative weights, to be able to compare our proposal to them in a setting in which the latter can be applied, in these experiments we pre-process Bitcoin-OTC and Bitcoin Alpha by removing any edge with a negative weight—in the tables, these datasets are denoted by a ‘*’.

### Table 1: Link sign prediction results assessed with four metrics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metric (%)</th>
<th>SiNE</th>
<th>SIGNet</th>
<th>BESIDE</th>
<th>FeExtra</th>
<th>SGCN</th>
<th>SiGAT</th>
<th>SDGNN</th>
<th>SigMaNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcoin Alpha</td>
<td>Micro-F1</td>
<td>94.58</td>
<td>94.22</td>
<td>94.89</td>
<td>94.86</td>
<td>92.56</td>
<td>94.56</td>
<td>94.91</td>
<td>95.13</td>
</tr>
<tr>
<td></td>
<td>Binary-F1</td>
<td>97.16</td>
<td>96.96</td>
<td>97.32</td>
<td>97.30</td>
<td>96.07</td>
<td>97.14</td>
<td>97.29</td>
<td>97.44</td>
</tr>
<tr>
<td></td>
<td>Macro-F1</td>
<td>68.69</td>
<td>69.65</td>
<td>73.00</td>
<td>71.57</td>
<td>63.67</td>
<td>70.26</td>
<td>73.90</td>
<td>74.69</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>87.28</td>
<td>89.08</td>
<td>89.81</td>
<td>88.82</td>
<td>84.69</td>
<td>88.72</td>
<td>89.88</td>
<td>92.46</td>
</tr>
<tr>
<td>Bitcoin-OTC</td>
<td>Micro-F1</td>
<td>90.95</td>
<td>92.29</td>
<td>93.20</td>
<td>93.61</td>
<td>90.78</td>
<td>92.68</td>
<td>93.57</td>
<td>94.49</td>
</tr>
<tr>
<td></td>
<td>Binary-F1</td>
<td>95.10</td>
<td>95.81</td>
<td>96.28</td>
<td>96.53</td>
<td>94.91</td>
<td>96.02</td>
<td>96.47</td>
<td>97.02</td>
</tr>
<tr>
<td></td>
<td>Macro-F1</td>
<td>68.05</td>
<td>73.86</td>
<td>78.43</td>
<td>78.26</td>
<td>73.06</td>
<td>75.33</td>
<td>80.17</td>
<td>80.53</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>85.71</td>
<td>89.35</td>
<td>91.52</td>
<td>91.21</td>
<td>87.55</td>
<td>90.55</td>
<td>91.24</td>
<td>93.67</td>
</tr>
<tr>
<td>WikiRfa</td>
<td>Micro-F1</td>
<td>83.38</td>
<td>83.84</td>
<td>85.89</td>
<td>83.46</td>
<td>84.89</td>
<td>84.57</td>
<td>86.27</td>
<td>86.56</td>
</tr>
<tr>
<td></td>
<td>Binary-F1</td>
<td>89.72</td>
<td>90.01</td>
<td>91.17</td>
<td>89.87</td>
<td>90.69</td>
<td>90.42</td>
<td>91.42</td>
<td>91.64</td>
</tr>
<tr>
<td></td>
<td>Macro-F1</td>
<td>73.19</td>
<td>73.84</td>
<td>78.03</td>
<td>72.35</td>
<td>75.27</td>
<td>75.35</td>
<td>78.49</td>
<td>78.66</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>86.02</td>
<td>86.82</td>
<td>89.81</td>
<td>86.04</td>
<td>85.63</td>
<td>88.29</td>
<td>88.98</td>
<td>90.53</td>
</tr>
<tr>
<td>Slashdot</td>
<td>Micro-F1</td>
<td>82.65</td>
<td>83.89</td>
<td>85.90</td>
<td>84.72</td>
<td>82.96</td>
<td>84.94</td>
<td>86.16</td>
<td>85.03</td>
</tr>
<tr>
<td></td>
<td>Binary-F1</td>
<td>89.18</td>
<td>89.83</td>
<td>91.05</td>
<td>90.70</td>
<td>89.26</td>
<td>90.55</td>
<td>91.28</td>
<td>90.59</td>
</tr>
<tr>
<td></td>
<td>Macro-F1</td>
<td>72.73</td>
<td>75.54</td>
<td>78.92</td>
<td>73.99</td>
<td>74.03</td>
<td>76.71</td>
<td>78.92</td>
<td>77.63</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>84.09</td>
<td>87.52</td>
<td>90.17</td>
<td>88.80</td>
<td>85.34</td>
<td>88.74</td>
<td>89.77</td>
<td>89.79</td>
</tr>
<tr>
<td>Epinions</td>
<td>Micro-F1</td>
<td>91.73</td>
<td>91.13</td>
<td>93.36</td>
<td>92.26</td>
<td>91.12</td>
<td>92.93</td>
<td>93.55</td>
<td>92.25</td>
</tr>
<tr>
<td></td>
<td>Binary-F1</td>
<td>95.25</td>
<td>94.89</td>
<td>96.15</td>
<td>95.61</td>
<td>94.86</td>
<td>95.93</td>
<td>96.28</td>
<td>95.51</td>
</tr>
<tr>
<td></td>
<td>Macro-F1</td>
<td>81.60</td>
<td>80.60</td>
<td>86.01</td>
<td>81.30</td>
<td>81.05</td>
<td>84.54</td>
<td>86.10</td>
<td>83.41</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>88.72</td>
<td>90.95</td>
<td>93.57</td>
<td>94.17</td>
<td>87.45</td>
<td>93.33</td>
<td>94.11</td>
<td>94.19</td>
</tr>
</tbody>
</table>

**Node Classification**

The node classification task consists in predicting the class label to which each node belongs. We only consider graphs with nonnegative edge weights so as to comparing SigMaNet not just to spatial GCNs but also to spectral-based ones. Also for this task we will show that the wider applicability of SigMaNet does not hinder its performances.

We consider the Telegram dataset as well as the three synthetic datasets. Bitcoin-OTC and Bitcoin Alpha dataset are not considered as they lack label information.\(^6\) We rely on the standard 60%/20%/20% split for training/validation/testing across all datasets. The experiments are run with $k$-cross validation, with $k = 10$.

The results are reported in Table 4. SigMaNet achieves notable performance on all four datasets, especially on the synthetic ones as the graph density increases, where being able to rely on both edge direction and weight information seems to be paramount for a correct node labeling. This is confirmed by the extremely poor performance of ChebNet and GCN, which ignore the edge direction. When comparing SigMaNet to MagNet, SigMaNet achieves a consistently better performance of about 10% on average. This can be ascribed to the positive homogeneity property of SigMaNet, which circumvents the sign-pattern inconsistency MagNet suffers from (we recall that all these graphs have weights larger than 1), which is likely to reduce its ability to adequately propagate the information between nodes. We note that, while SSSNET outperforms SigMaNet once by about 4%, SigMaNet outperforms SSSNET by about 50% on Telegram. SSSNET’s poor performance on this dataset is likely due to the lack of

\(^6\)Differently from (Zhang et al. 2021b), where Telegram is preprocessed in such a way that it is transformed into an unweighted graph, in our experiments we retain its original weights.
seed nodes that SSSNET needs to identify and target node classes (which are present in the DSBM graphs).

### Conclusions

We have extended the applicability of spectral GCNs to (directed) graphs with edges of weight unrestricted in sign by introducing the Sign-Magnetic Laplacian matrix. Thanks to its properties, which we rigorously derived, we embedded the matrix into a generalized convolution operator which is the cornerstone of our proposed spectral GCN: SigMaNet, which is first spectral GCN capable of handling (directed) graphs with weights not restricted in sign nor magnitude. Compared with similar approaches presented in the literature, SigMaNet also does not suffer from any sign-pattern inconsistencies, making it capable to handle graphs with arbitrarily large weights (also in a completely parameter-free way and without preprocessing). Thanks to extensive numerical experiments, we have shown that, on graphs with negative weights where no other spectral GCN can be applied, SigMaNet’s performance is either better or in line with more complex architectures, and that, on graphs with nonnegative weights where state-of-the-art spectral GCNs can be employed, SigMaNet’s performance is consistently either the best or the second-best across all tasks.

---

Table 2: Accuracy (%) on datasets of the existence prediction task

<table>
<thead>
<tr>
<th>Method</th>
<th>Telegram</th>
<th>Bitcoin Alpha*</th>
<th>Bitcoin-OTC*</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChebNet</td>
<td>83.28±0.54</td>
<td>84.71±0.39</td>
<td>62.25±0.31</td>
</tr>
<tr>
<td>GCN</td>
<td>86.32±1.06</td>
<td>83.26±0.50</td>
<td>84.14±0.44</td>
</tr>
<tr>
<td>SAGE</td>
<td>82.15±1.11</td>
<td>83.24±0.38</td>
<td>84.77±0.83</td>
</tr>
<tr>
<td>GIN</td>
<td>78.80±1.50</td>
<td>80.22±0.77</td>
<td>81.99±0.62</td>
</tr>
<tr>
<td>GAT</td>
<td>84.06±11.17</td>
<td>55.20±0.39</td>
<td>53.23±0.63</td>
</tr>
<tr>
<td>DGCN</td>
<td>89.81±1.20</td>
<td>56.35±0.84</td>
<td>54.06±0.90</td>
</tr>
<tr>
<td>DiGraph</td>
<td>87.46±0.84</td>
<td>58.62±1.09</td>
<td>56.37±1.29</td>
</tr>
<tr>
<td>DiGCL</td>
<td>82.98±1.72</td>
<td>55.98±0.91</td>
<td>56.42±0.59</td>
</tr>
<tr>
<td>MagNet</td>
<td>91.65±0.79</td>
<td>56.84±0.74</td>
<td>53.63±0.74</td>
</tr>
<tr>
<td>SigMaNet</td>
<td>91.20±0.65</td>
<td>56.90±0.60</td>
<td>57.19±0.58</td>
</tr>
</tbody>
</table>

Table 3: Accuracy (%) on datasets of the direction prediction task

<table>
<thead>
<tr>
<th>Method</th>
<th>Telegram</th>
<th>Bitcoin Alpha*</th>
<th>Bitcoin-OTC*</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChebNet</td>
<td>83.28±0.54</td>
<td>84.71±0.39</td>
<td>62.25±0.31</td>
</tr>
<tr>
<td>GCN</td>
<td>86.32±1.06</td>
<td>83.26±0.50</td>
<td>84.14±0.44</td>
</tr>
<tr>
<td>SAGE</td>
<td>82.15±1.11</td>
<td>83.24±0.38</td>
<td>84.77±0.83</td>
</tr>
<tr>
<td>GIN</td>
<td>78.80±1.50</td>
<td>80.22±0.77</td>
<td>81.99±0.62</td>
</tr>
<tr>
<td>GAT</td>
<td>84.06±11.17</td>
<td>55.20±0.39</td>
<td>53.23±0.63</td>
</tr>
<tr>
<td>DGCN</td>
<td>89.81±1.20</td>
<td>56.35±0.84</td>
<td>54.06±0.90</td>
</tr>
<tr>
<td>DiGraph</td>
<td>87.46±0.84</td>
<td>58.62±1.09</td>
<td>56.37±1.29</td>
</tr>
<tr>
<td>DiGCL</td>
<td>82.98±1.72</td>
<td>55.98±0.91</td>
<td>56.42±0.59</td>
</tr>
<tr>
<td>MagNet</td>
<td>91.65±0.79</td>
<td>56.84±0.74</td>
<td>53.63±0.74</td>
</tr>
<tr>
<td>SigMaNet</td>
<td>91.20±0.65</td>
<td>56.90±0.60</td>
<td>57.19±0.58</td>
</tr>
</tbody>
</table>

Table 4: Testing accuracy (%) of node classification.

<table>
<thead>
<tr>
<th>Method</th>
<th>Telegram</th>
<th>Bitcoin Alpha*</th>
<th>Bitcoin-OTC*</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChebNet</td>
<td>83.28±0.54</td>
<td>84.71±0.39</td>
<td>62.25±0.31</td>
</tr>
<tr>
<td>GCN</td>
<td>86.32±1.06</td>
<td>83.26±0.50</td>
<td>84.14±0.44</td>
</tr>
<tr>
<td>SAGE</td>
<td>82.15±1.11</td>
<td>83.24±0.38</td>
<td>84.77±0.83</td>
</tr>
<tr>
<td>GIN</td>
<td>78.80±1.50</td>
<td>80.22±0.77</td>
<td>81.99±0.62</td>
</tr>
<tr>
<td>GAT</td>
<td>84.06±11.17</td>
<td>55.20±0.39</td>
<td>53.23±0.63</td>
</tr>
<tr>
<td>DGCN</td>
<td>89.81±1.20</td>
<td>56.35±0.84</td>
<td>54.06±0.90</td>
</tr>
<tr>
<td>DiGraph</td>
<td>87.46±0.84</td>
<td>58.62±1.09</td>
<td>56.37±1.29</td>
</tr>
<tr>
<td>DiGCL</td>
<td>82.98±1.72</td>
<td>55.98±0.91</td>
<td>56.42±0.59</td>
</tr>
<tr>
<td>MagNet</td>
<td>91.65±0.79</td>
<td>56.84±0.74</td>
<td>53.63±0.74</td>
</tr>
<tr>
<td>SigMaNet</td>
<td>91.20±0.65</td>
<td>56.90±0.60</td>
<td>57.19±0.58</td>
</tr>
</tbody>
</table>
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