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Abstract

Click-through rate (CTR) prediction is crucial in recommen-
dation and online advertising systems. Existing methods usu-
ally model user behaviors, while ignoring the informative
context which influences the user to make a click decision,
e.g., click pages and pre-ranking candidates that inform in-
ferences about user interests, leading to suboptimal perfor-
mance. In this paper, we propose a Decision-Making Con-
text Interaction Network (DCIN), which deploys a carefully
designed Context Interaction Unit (CIU) to learn decision-
making contexts and thus benefits CTR prediction. In addi-
tion, the relationship between different decision-making con-
text sources is explored by the proposed Adaptive Interest
Aggregation Unit (AIAU) to improve CTR prediction fur-
ther. In the experiments on public and industrial datasets,
DCIN significantly outperforms the state-of-the-art meth-
ods. Notably, the model has obtained the improvement of
CTR+2.9%/CPM+2.1%/GMV+1.5% for online A/B testing
and served the main traffic of Meituan Waimai advertising
system.

Introduction
The performance of Click-through rate (CTR) prediction
model has a direct impact on final revenue and user satis-
faction, and is therefore critical for recommendation and ad-
vertising systems. In recent years, deep network has been
introduced to CTR prediction due to its powerful modeling
capability. Feeding informative data to a deep network with
carefully designed structure, it learns the most representative
features for predicting and usually generalizes well.

Early CTR prediction models (Cheng et al. 2016; Guo
et al. 2017; Wang et al. 2017; Lian et al. 2018; Song et al.
2019) have designed specific components to learn sophis-
ticated low-/high-order interactions among different feature
fields and obtained significant improvement, but they ignore
the relation among the user interacted items. Recently, some
pioneering methods (Zhou et al. 2018; Feng et al. 2019; Pi
et al. 2020; Zhou et al. 2020) mitigate this problem by mod-
eling user historical behaviors: the intrinsic properties con-
tained in the items with positive user feedbacks (e.g., click)
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Figure 1: Illustration of explicit and implicit decision-
making contexts. (a) The user proactively compares the at-
tributes of the highly-related items in a local scope colored
in red before making a click decision colored in blue. (b) We
can deduce that the user likes fast food so much that the pre-
ranking stage generates these candidate items for him.

are modeled as user interests to enrich the information per-
ceived by CTR prediction model. Though significant im-
provement has been made, this paradigm still faces some
crucial issues. On the one hand, it only considers pointwise
information about whether each behavior matches user’s in-
terests, while the historical behaviors tend to be noisy (Liu
et al. 2020), making the extracted user interests imprecise.
On the other hand, this paradigm only easily models the su-
perficial information from user historical behaviors, while
ignoring the latent yet valuable contexts in the system (e.g.,
items’ co-occurrence relationship), leading to suboptimal
performance. We emphasize that there is a need to explore
these contexts to learn more stable representations.

First, page-level co-occurrence relationship should be uti-
lized. In a typical display advertising system like Meituan
Waimai (the largest food delivery platform in China) shown
in Fig. 1(a), a user swipes through the ad list to find his pre-
ferred items. Suppose that the user likes eating fast foods
and this personalized page with three burgers co-occurred
was exposed to him earlier and he clicked the burger in the
blue box, behavior modeling based methods use only the
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blue one to represente user interest without considering the
intra-page items’ mutual influence. In fact, before deciding
which item to click, the user concentrates on not only the
blue one but also the other burgers in the local scope colored
in red. The user compares their attributes like prices, ratings,
and sales explicitly, and then makes a click decision, so we
name the relation of the intra-page items explicit decision-
making context. Users’ comparison over some items show-
cases their interests on these items, so this explicit context
and user behavior complement each other when inferring
user interests.

Second, personalization in the system should be lever-
aged. Matching (Covington, Adams, and Sargin 2016; Zhu
et al. 2018) and pre-ranking (Wang et al. 2020), the two
stages before ranking, take personalization into account to
filter out items that may meet the user’s interests. The pre-
ranking stage generates a set of candidates, that is, the target
items to be predicted CTR in the ranking stage. Due to per-
sonalization, there are many highly-related items in the set.
As illustrated in Fig. 1(b), some fast foods are included in
the candidates generated for the user in Fig. 1(a). When the
CTR prediction target is the colored burger, we have more
confidence that the user will click it because the presence
of the other two burgers suggests that the user may like fast
foods. For the colored milk tea, since another milk tea exists,
it may also have a higher CTR than a milk tea without any
similar item in the candidates. Though the users have not yet
made click decision, the personalized results implicitly tell
us what the users’ interests might be and assist in prediction,
so we name the information introduced by personalization
implicit decision-making context.

Motivated by these observations, in this work, we propose
a Decision-Making Context Interaction Network (DCIN),
which simultaneously learns explicit and implicit decision-
making contexts to make complete use of information in the
system, enabling deep learning to unleash its capability:

• Explicit decision-making context modeling. Consider-
ing that the user interest are not only latent in their click
behaviors, but also in the explicit decision-making con-
text, we thus augment user behavior interest with the ex-
plicit context. Specifically, for each item in user’s click
sequence, we first split out an exposure page that en-
closes it. Then the context in the page is utilized to
augment click interest. However, not each page exactly
contains this context especially those with extraneous
items. To relieve this problem, we propose a Context
Interaction Unit (CIU), where the intra-page items are
explicitly divided into two categories: items that are rele-
vant/irrelevant to the clicked item. Then the behavior in-
terest interacts only with explicit context from the rele-
vant items, while the influence from the irrelevant ones
is suppressed.

• Implicit decision-making context modeling. User in-
terests drive the personalized system to generate some
homogeneous candidates. Conversely, implicit decision-
making context in these relevant candidates can be lever-
aged to deduce user interests. Therefore, we learn im-
plicit contexts to refine target representation to highlight

its attributes that may activate user interests. Meanwhile,
the influence of irrelevant candidates should be sup-
pressed. Thanks to the generality of the proposed CIU,
we reuse it to interact target with the implicit context to
produce a more comprehensive target representation.

Unfortunately, since the explicit and implicit contexts are
modeled in isolation, there are two limitations in our formu-
lation. First, all the refined targets share the same augmented
behavior interests. Second, for a specific target, each behav-
ior interest contributes equally. The two limitations lead to
inferior CTR prediction performance, as only partial inter-
ests should be activated when the user makes a click deci-
sion (Zhou et al. 2018). To tackle this problem, we propose
an Adaptive Interest Aggregation Unit (AIAU), in which the
augmented behavior interests are adaptively aggregated ac-
cording to their relevance w.r.t. the refined target.

In summary, our contributions are three-fold:
• We propose a Decision-Making Context Interaction

Network (DCIN), which learns explicit and implicit
decision-making contexts simultaneously to unleash the
capability of deep learning. To the best of our knowledge,
we are the first to model both contexts in ranking stage.

• We propose a Context Interaction Unit (CIU) to effec-
tively model the explicit and implicit contexts, and an
Adaptive Interest Aggregation Unit (AIAU) is introduced
to learn target-specific user behavior interests.

• Extensive experiments on Meituan Waimai’s dataset val-
idate our designs’ effectiveness. Our model has been suc-
cessfully deployed in the online display advertising sys-
tem of Meituan Waimai, benefiting the improvement of
the business.

Related Work
Click-through rate (CTR) prediction aims to predict the
probability of a user clicking on the candidate item.
Early CTR predition methods mostly focus on captur-
ing low-/high-order interactions of different feature fields.
Wide&Deep (Cheng et al. 2016) and DeepFM (Guo et al.
2017) both deploy a wide component to model low-order
interactions. DCN (Wang et al. 2017) and xDeepFM (Lian
et al. 2018) model high-order interactions via explicit
cross networks. AutoInt (Song et al. 2019) adopts self-
attention (Vaswani et al. 2017) to automatically learn high-
order interactions. These pioneering works have demon-
strated the capability of deep learning, but their performance
saturates as they neglect the relation of user interacted items.

User behavior modeling based methods incorporate the
highly personalized information across user interacted items
into CTR prediction models. DIN (Zhou et al. 2018) in-
troduces a local activation unit to extract user interest that
is activated by the target. DIEN (Zhou et al. 2019) adapts
GRU (Chung et al. 2014) to learn user interest evolu-
tion. DSIN (Feng et al. 2019) leverages a bidirectional
LSTM (Hochreiter and Schmidhuber 1997) to model intra-
/inter-session user interest. SIM (Pi et al. 2020) introduces a
cascaded search paradigm to model lifelong sequential be-
havior data. CAN (Zhou et al. 2020) proposes a Co-Action
Network to fit complex feature interactions. Though these
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methods show promising results, they fail to make full use
of information in the system.

DFN (Xie et al. 2021) and DSTN (Ouyang et al. 2019) ar-
gue that user’s negative feedbacks (e.g., unclick) also inform
inferences about user interest. However, the deployment of
DSTN makes it more like a re-ranking model. Some recent
works have considered not only what information is fed to
the model, but also what the structure of the information is,
pushing forward the frontier of CTR prediction. RACP (Fan
et al. 2022) and DPIN (Liao et al. 2022) model the entire ex-
posure page around the user interacted item to learn stable
user interest. However, RACP models each page without re-
gard to whether that page contains user feedback or valuable
context, and DPIN is a re-ranking model. CIM (Zheng et al.
2022) leverages the candidates generated by upstream rele-
vance filter to represent user awareness, while ignoring the
explicit behavior context. Moreover, the impression proba-
bility of CIM averages a total number of 300 candidates,
which may lead to feature smoothing and suboptimal result.

In this work, we not only focus on feeding adequate infor-
mation into the deep model, but also propose modules that
can filter out target-related information to ease learning and
thus improve CTR predition performance.

Methodology
Our aim is to predict the probability of a user clicking
on the candidate items. The overall architecture of DCIN
is illustrated in Fig. 2(a). It mainly contains five com-
ponents: Feature Representation, Explicit Decision-Making
Context Modeling, Implicit Decision-Making Context Mod-
eling, Adaptive Interest Aggregation, and a final MLP for
CTR prediction.

Feature Representation
The input features of CTR prediction model are mostly in a
high-dimensional sparse form. They are usually transformed
into low-dimensional dense representations via an embed-
ding layer to reduce resource overhead and ease learning.
Our model takes user profile features, item profile features
and context features as inputs, and transforms them into
xu ∈ RDu , xi ∈ RDi , xc ∈ RDc , respectively. Du, Di, Dc

denote the embedding dimensions. Besides, the user’s click
sequence and the corresponding pages, and the candidates
generated by pre-ranking are input to the model:

• User’s click sequence and pages. User’s click sequence
and pages are used to model explicit decision-making
context. The click sequence contains S items clicked by
the user. For the i-th clicked item, we split out a click
page that encloses it with P items. Each clicked item
or page item contains features such as id, price, their
position in the page, etc, and is transformed into a Ds-
dimensional feature vector. The click sequence is repre-
sented as xc = {xc1, xc2, . . . , xcS}, and the i-th click
page is represented as pi = {pi,1, pi,2, . . . , pi,P }.

• Candidates. We introduce candidates generated by pre-
ranking stage to model implicit decision-making con-
text. Each of the C candidates contains features such
as id, price, etc. The representation of the candidates is

xs = {xs1, xs2, . . . , xsC}, and xsi ∈ RDt . Note that
the target item xt ∈ RDt is one of the candidates.

Explicit Decision-Making Context Modeling
User’s explicit comparison on the intra-page items before
making click decision provides crucial clues to infer user
interests. However, how to utilize this context remains chal-
lenging, because the user does not compare on every page.
For example, on the pages with extraneous items, user ba-
sically clicks based on pointwise interests without compari-
son. To tackle this challenge, we propose a Context Interac-
tion Unit (CIU), in which the user behavior interest is aug-
mented by adaptively interacting with the complementary
explicit context.

As illustrated in Fig. 2(b), CIU contains two components:
1) Irrelevance Suppression Unit (ISU), which is deployed to
suppress the influence from the intra-page items that are ir-
relevant with the clicked item; 2) Relevance Interaction Unit
(RIU), in which user behavior interest is augmented by in-
teracting with the explicit context of the relevant intra-page
items.
Irrelevance Suppression Unit. As the advertising system
usually expose a variety of items to the user, some of them
are not in the user’s range of comparison, and thus do not
contribute to explicit context modeling. This unit aims to di-
vide the intra-page items into two categories, i.e., items that
are relevant/irrelevant with the clicked item, so as to pre-
serve the most informative context from the relevant items
while suppressing the influence from these irrelevant ones.
Given the i-th clicked item xci and the corresponding click
page pi = {pi,1, pi,2, . . . , pi,P }, we first formalize their rel-
evance fi = {fi,1, fi,2, . . . , fi,P } as:

fi,j = MLP([xci, pi,j , xci − pi,j , xci ⊙ pi,j ]) (1)
where [·] denotes concatenation, ⊙ denotes element-wise
product, and the used MLP contains two hidden layers. Then
the top-k1 relevant items are preserved, while the others are
considered irrelevant and are directly suppressed, facilitat-
ing the following context interacting process:

fi,j =

{
fi,j , if fi,j is in the top-k1 elements of fi
−∞, otherwise

(2)

Relevance Interaction Unit. This unit aims to augment user
behavior interest by interacting with explicit context from
the relevant intra-page items. As ISU has suppressed the
irelevant intra-page items, we deploy cross-attention to uti-
lize the explicit context. Particularly, we first linearly trans-
form the clicked item and the intra-page items as:

Qi = xciW
Q, Ki = piW

K , Vi,j = piW
V (3)

where Q,K, V represent query, key, and value, respectively,
and WQ,WK ,WV ∈ RDs×Ds are transformation matrices.
Then cross-attention is performed to produce the augmented
behavior interest:

xcaugi = (softmax(
QiK

T
i√

Ds

+ fi)Vi)W
O + xci (4)

where WO ∈ RDs×Ds is used to refine the output. Note that
residual learning (He et al. 2016) is applied. In summary,
CIU focuses on utilizing intra-page items that might cause
user to compare to augment user behavior interest.
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Figure 2: Network architecture. (a) is our proposed DCIN, whose modules are painted in different colors. (b) shows the details
of CIU, which is used to model explicit and implicit decision-making contexts. (c) shows the structure of AIAU, which is used
to adaptively aggregate behavior interests that are relevant with the target item.

Implicit Decision-Making Context Modeling
On the one hand, personalization in pre-ranking makes
some homogeneous items included in the candidates. Be-
fore the user make click decisions, these relevant items’ co-
occurrence implicitly tell us what the user’s interests might
be. On the other hand, user’s interests are diverse, resulting
in a diversity of items in the candidates. For current target
item, it is formidable to leverage this implicit context in such
a noisy environment. Based on these consideration, we want
a module to filter out the candidates that are irrelevant to the
target and leverage implicit context of the relevant ones. For-
tunately, the proposed CIU meets these requirements, so we
repurpose it to refine the representation of the target so as to
emphasize its attributes that may activate user interests.

Given the candidates xs = {xs1, xs2, . . . , xsC} and
the target xt, ISU first formalizes their relevance s =
{s1, s2, . . . , sC} as:

sj = MLP([xt, xsj , xt− xsj , xt⊙ xsj ]) (5)
The top-k2 relevant candidates are preserved, while the

others are suppressed:

sj =

{
sj , if sj is in the top-k2 elements of s

−∞, otherwise
(6)

Then RIU deploys cross-attention to aggregate common-
alities of the target-relevant candidates and produces a re-
fined target that better activates user interests:

Q = xtWQ, K = xsWK , V = xsWV

xtre = (softmax(
QKT

√
Dt

+ s)V )WO + xt
(7)

where WQ,WK ,WV ,WO are now of dimension Dt×Dt.

Adaptive Interest Aggregation Unit
The explicit and implicit contexts are utilized by CIUs to
produce the augmented behavior interests and the refined
target. However, the relationship between the two represen-
tations has not been modeled, posing two fatal limitations.
First, all the target share the same behavior interests. Sec-
ond, all the behavior interests contribute equally when pre-
dicting a particular target, but in fact the target only acti-
vate partial user interests. For example, user’s earlier click-
ing on fast foods implies that he may click on the currently
displayed burger, while his clicking on flowers provides no
useful information. Therefore, a module that can aggregates
user interests according to the target is desired.

Note that the distributions of behavior interests and tar-
get are different as they are modeled separately with dif-
ferent input features. Simply applying the proposed CIU
can’t reduce the difference and leads to inferior inter-
ests aggregation. To relieve this problem, we propose
an Adaptive Interest Aggregation Unit (AIAU) shown
in Fig. 2(c). Given the augmented behavior interests
xcaug = {xcaug1 , xcaug2 , . . . , xcaugS } and the refined target
xtre, an MLP with two hidden layers is deployed to adap-
tively align and activate the i-th behavior interest according
to the target:

xcai = MLP([xtre, xcaugi ]) (8)

where xcai is of dimension Da. Then the aligned interests
xca = {xca1 , xca2 , . . . , xcaS} go through a self-attention layer
to capture mutual influence:

xcm = softmax(
QKT

√
Da

)V (9)
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where Q,K, V are linearly transformed from xca:

Q = xcaWQ, K = xcaWK , V = xcaWV (10)

where WQ,WK ,WV ∈ RDa×Da . An average pooling
layer and another two-layer MLP is used to perform final
interest aggregation, and the user interest that represents the
user’s tendency toward the target is produced:

xs = MLP(Avg Pool(xcm)) (11)

Optimization Objective
The aggregated behavior interest is concatenated with the
user embedding, the item embedding and the context em-
bedding. The resulting vector is fed into the final MLP to
predict CTR:

ŷ = sigmoid(MLP([xs, xu, xi, xc])) (12)

The model is optimized via the negative log-likelihood func-
tion:

ℓ = − 1

N

N∑
k=1

(yk log ŷk + (1− yk) log (1− ŷk)) (13)

where N denotes the size of the training set, y ∈ {0, 1}
denotes the label and ŷ is the predicted CTR.

Experiments
Since few large scale datasets contain both behavior page in-
formation and pre-ranking candidates, we construct a dataset
based on the publicly available Avito1 dataset. Meanwhile,
we collect an industrial dataset, Meituan Waimai Display
Ads (MeituanAds for short), from the online service logs
of Meituan Waimai, the largest food delivery platform in
China. The statistics of the two datasets are summarized
in Table 1, and we detail the two datasets as follows:
• Avito. The Avito dataset comes from a random sample

of ad logs from avito.ru. It contains user search infor-
mation, such as user id, search id, and search date. Each
search id corresponds to a search page with multiple ads.
For each user, We rank his search pages in increasing
order based on the search date, and use the first T − 1
search pages as the behavior pages, and the ads in the
T -th search page as the target ads to be predicted. We
construct the candidate set by the co-occurrence rule: for
each target ad, we count the other ads that co-occur with
it on the same search page to form a co-occurrence list,
and then randomly sample ads from the list to form its
candidates. To avoid data leakage in the training process,
we first partition the training set according to users, us-
ing only some of them to construct candidates while the
others undergo training. We use the data from 2015-04-
28 to 2015-05-18 as the training set, 2015-05-19 as the
validation set and 2015-05-20 as the testing set.

• MeituanAds. Since the public dataset does not simultane-
ously contain behavior pages and pre-ranking candidates,
we collected the real behavior pages exposed to the users

1https://www.kaggle.com/c/avito-context-ad-clicks/data.

Avito† MeituanAds

# Users 0.54 million 0.2 billion
# Samples 0.88 million 5.3 billion

Avg # Behavior-Pages 1.9 7.3
# Candidates 20 60

Table 1: Statistics of datasets used in our experiments.
Avito† denotes the constructed Avito dataset.

and the corresponding candidates from the online service
logs of Meituan Waimai App from 2022-05-25 to 2022-
06-10 as the training set, and collected the data in 2022-
06-11 as the validation set and 2022-06-12 as the testing
set.

Competitors
We compare our DCIN with the following classic methods.
For fairness, all the methods use the same features.

• DNN. DNN follows an Embedding&MLP paradigm, i.e.,
the high-dimensional sparse features are transformed into
low-dimensional dense representations, which will be
concatenated together and fed into an MLP to predict
CTR. Note that DNN is also the base of most CTR pre-
diction models.

• DIN & DIEN. DIN (Zhou et al. 2018) and DIEN (Zhou
et al. 2019) are two pioneering works that model the
users’ click behaviors, and are successfully deployed in
industry. The former simply sums the extracted behav-
ior interests, while the latter uses GRU to model interest
evolution.

• DFN. DFN (Xie et al. 2021) argues that both positive and
negative user behaviors can inform inferences about user
interests, and proposes a model that learns click sequence
and dislike sequance separately. Besides, the learned fea-
tures are utilized to distill the noisy unclick sequence to
make better use of information.

• DSIN & RACP. DSIN (Feng et al. 2019) and RACP (Fan
et al. 2022) introduce session structure and page struc-
ture to their model, respectively. DSIN first models intra-
sesssion user interest, and then uses a bidirectional-
LSTM to learn interest evolution. RACP first models be-
haviors in each exposure page, and then uses GRU to
learn inter-page interest evolution.

• CIM. CIM (Zheng et al. 2022) couples an impression
model and a transformer together to extract user aware-
ness from the candidates generated by upstream rele-
vance filter.

Implementation Details
The outputs of these feature interaction networks are com-
bined with the remaining features, and fed into final MLPs
for CTR prediction. The final MLPs in all experiments con-
tain two layers with 256 and 128 hidden units. We use
AdaGrad (Duchi, Hazan, and Singer 2011) to optimize all
the networks. The hyper-parameters are set as follows: for
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Model Avito† MeituanAds
LogLoss AUC LogLoss AUC

DNN 0.05587 0.7756 0.1842 0.6891
DIN (Zhou et al. 2018) 0.05496 0.7834 0.1837 0.6936

DIEN (Zhou et al. 2019) 0.05490 0.7830 0.1833 0.6949
DFN (Xie et al. 2021) 0.05473 0.7841 0.1833 0.6961

DSIN (Feng et al. 2019) 0.05475 0.7847 0.1832 0.6963
CIM (Zheng et al. 2022) 0.05459 0.7852 0.1839 0.6960
RACP (Fan et al. 2022) 0.05452 0.7863 0.1830 0.6972

DCIN (ours) 0.05445 0.7904 0.1825 0.7014

Table 2: Performance of different models on datasets. Avito† denotes the constructed Avito dataset.

the constructed Avito dataset, the length of click sequence
S = 5, the number of intra-page items P = 5, and the num-
ber of candidate items C = 20; for MeituanAds dataset,
we set the length of click sequence S = 20, the number
of intra-page items P = 10, and the number of candidate
items C = 60. The values of k in explicit/implicit CIUs are
selected experimentally (see ablation study for details). Our
models are trained in a large-scale machine learning plat-
form in Meituan.

Evaluation Metrics
We use Logloss in Eq. (13) and Area Under Curve (AUC)
as our evaluation metrics. Logloss measures the distance be-
tween the predicted probability of the model and the label,
the lower the better. AUC is the most commonly used eval-
uation metric for CTR prediction task. It measures the prob-
ability of a model rank a randomly chosen positive instance
higher than a randomly chosen negative one, and has good
offline and online consistency. We calculate AUC as follows:

AUC =
1

N+N−

∑
x+∈D+

∑
x−∈D−

(I(f(x+) > f(x−))) (14)

where D+,D− denote positive and negative instances, and
N+, N− denote their quantities. I is the indicator function
and f(·) is the CTR prediction function.

Results on Datasets
The quantitative results on the constructed Avito dataset and
MeituanAds dataset are summarized in Table 2. All exper-
iments were repeated 5 times and the averaged results are
reported. As can be seen from the table, DIN and DIEN
are much more effective than DNN because they model user
behavior. DFN gets better results as both click and unclick
behaviors are exploited. It is worth noting that DSIN and
RACP, especially the latter, further improve the CTR pre-
diction because of the information structure they introduce.
By modeling and interacting the valuable decision-making
contexts, our DCIN achieves 0.0041/0.0042 absolute AUC
gain over RACP on the Avito†/MeituanAds datasets. Note
that for industrial recommendation and advertising systems,
0.001 absolute AUC gain is very significant.

Models AUC

DCIN w/o explicit CIU 0.6986
DCIN w/o implicit CIU 0.6991

DCIN w/o AIAU 0.6993

DCIN 0.7014

Table 3: Ablation studies of the components. Each compo-
nent brings significant improvement in AUC, verifying their
effectiveness.

Ablation Study
To explore the effectiveness of different modules in DCIN,
we conduct ablation studies on MeituanAds dataset. All ex-
periments were repeated 5 times and the averaged AUC is
reported.
The impact of CIU. In DCIN, CIUs are deployed to aggre-
gate explicit and implicit contexts from the relevant items
while suppressing the influence from the irrelevant ones. To
verify their effectiveness, we replace the explicit/implicit
CIUs with sum pooling. As shown in Table 3, AUC de-
creases by 0.0028/0.0023, suggesting that our CIUs are ca-
pable to distinguish and utilize the useful explicit/implicit
contexts.
The impact of AIAU. After augmenting the user behavior
interests and refining the target representation, AIAU is de-
ployed to laern their relation to extract target-specific user
interest. To verify AIAU’s effectiveness, we test the perfor-
mance of DCIN without AIAU: we sum pool all the aug-
mented behavior interests, and the resulted vector is fed to
the final MLP together with the refined target. As shown
in Table 3, AUC decreases by 0.0021, suggesting that ex-
tracting target-specific interest is crucial and the proposed
AIAU meets this requirement.
The impact of hyper-parameter k in CIUs. CIU preserves
only k relevant items while the other irrelevant items are
suppressed. To select the suitable k values, we conduct ex-
periments on explicit/implicit CIUs with different k. As
shown in Fig. 4 and Fig. 5, when k1 in explicit CIU is set
to 3 and k2 in implicit CIU is set to 10, DCIN performs
best. In Fig. 4, as k1 increases, the model performs better be-
cause the informative explicit context is utilized. However,
the performance gradually decreases when increasing k1 fur-
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Figure 3: Case study on MeituanAds dataset. We show the relevance score calculated in CIUs in one CTR prediction. The left
part corresponds to explicit context modeling, and the right part corresponds to implicit context modeling.

0 1 2 3 4 5 6 7
k1 in explicit CIU

0.6985

0.6990

0.6995

0.7000

0.7005

0.7010

0.7015

AU
C

Figure 4: Ablation studies of k1 in explicit CIU.
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Figure 5: Ablation studies of k2 in implicit CIU.

ther, we attribute this to the introduction of noisy intra-page
items. Similarly, in Fig. 5, setting k2 = 10 to learn implicit
context is optimal on our experiments, and increasing k2 fur-
ther is negative because the candidates tends to be noisy.

Online A/B Testing
We conduct A/B testing on Meituan Waimai advertising sys-
tem with 10% online traffic from 2022-07-05 to 2022-07-
11. The following metrics are reported in Table 4: Click-
Through Rate (CTR), Cost Per Mille (CPM), and Gross
Merchandise Volume (GMV). It is worth noting that our on-
line prediction model has been highly optimized and the im-
provement in Table 4 is significant. Now DCIN has been
deployed online in Meituan Waimai ad system, serving the
main traffic of hundreds of millions of users.

Model CTR CPM GMV

DCIN +2.9% +2.1% +1.5%

Table 4: The performance in real online advertising system.

Case Study
We conduct case study to verify that CIUs are able to se-
lect out the most relevant items. In the left three columns
in Fig. 3, the relevance between user clicked items and the
corresponding intra-page items are shown. For the clicked
burger, its relevant items are pizza and fried chicken as they
are all fast foods. The right part in Fig. 3 shows the relevance
between target item and pre-ranking candidate items. When
the target item is the fries burger combo, the fried chicken
nuggets, pizza, and another burger in the candidates are ac-
tivated. These visualizations show that the proposed CIU is
able to identify the most relevant items, thus enabling the
effective use of explicit/implicit contexts.

Conclusion
In this paper, we emphasize that recent CTR prediction
methods do not fully utilize decision-making contexts avail-
able in the recommendation and advertising systems and
achieve only suboptimal performance. To alleviate this prob-
lem, we introduce the Decision-Making Context Interaction
Network (DCIN), which simultaneously model explicit and
implicit decision-making contexts in advertising system. In
particular, a Context Interaction Unit is proposed to distin-
guish and utilize beneficial contexts. Besides, an Adaptive
Interest Aggregation Unit is proposed to aggregate target-
specific user behavior interests. The performance in exten-
sive offline and online experiments demonstrate the effec-
tiveness of our model.
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