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Abstract

Cross-view geo-localization aims to estimate the location of a
query ground image by matching it to a reference geo-tagged
aerial images database. As an extremely challenging task,
its difficulties root in the drastic view changes and different
capturing time between two views. Despite these difficulties,
recent works achieve outstanding progress on cross-view geo-
localization benchmarks. However, existing methods still suf-
fer from poor performance on the cross-area benchmarks, in
which the training and testing data are captured from two
different regions. We attribute this deficiency to the lack of
ability to extract the spatial configuration of visual feature
layouts and models’ overfitting on low-level details from the
training set. In this paper, we propose GeoDTR which ex-
plicitly disentangles geometric information from raw features
and learns the spatial correlations among visual features from
aerial and ground pairs with a novel geometric layout extrac-
tor module. This module generates a set of geometric layout
descriptors, modulating the raw features and producing high-
quality latent representations. In addition, we elaborate on two
categories of data augmentations, (i) Layout simulation, which
varies the spatial configuration while keeping the low-level
details intact. (ii) Semantic augmentation, which alters the
low-level details and encourages the model to capture spa-
tial configurations. These augmentations help to improve the
performance of the cross-view geo-localization models, espe-
cially on the cross-area benchmarks. Moreover, we propose a
counterfactual-based learning process to benefit the geometric
layout extractor in exploring spatial information. Extensive
experiments show that GeoDTR not only achieves state-of-
the-art results but also significantly boosts the performance on
same-area and cross-area benchmarks. Our code can be found
at https://gitlab.com/vail-uvm/geodtr.

Introduction
Cross-view geo-localization is defined as the estimation of
the location of a ground image (also known as query im-
age) from a set of geo-tagged aerial images (also known as
reference images). The ground images are usually captured
from cameras mounted on vehicles or taken by pedestrians.
Cross-view geo-localization can be applied in different fields
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such as autonomous driving (Kim and Walter 2017), un-
manned aerial vehicle navigation (Shetty and Gao 2019), and
augmented reality (Chiu et al. 2018). Most of the existing
cross-view geo-localization methods (Shi et al. 2019, 2020a;
Yang, Lu, and Zhu 2021; Hu et al. 2018; Vo and Hays 2016;
Workman, Souvenir, and Jacobs 2015; Toker et al. 2021; Shi
et al. 2020b; Liu and Li 2019; Wang et al. 2021; Zheng, Wei,
and Yang 2020) frame the problem as a retrieval task. These
methods normally train a model to push the corresponding
aerial image and ground image pairs (also known as aerial-
ground pairs) closer in latent space and push the unmatched
pairs further away from each other. At the deployment, the
location of an aerial image with the highest similarity is the
prediction for a given query ground image.

Cross-view geo-localization is considered an extremely
challenging problem because of 1) the drastic change of view-
points, 2) the difference in capturing time, 3) and the different
resolutions between ground and aerial images (Wilson et al.
2021). Tackling these challenges requires a detailed under-
standing of the image content and the spatial configuration of
visual features, e.g., buildings and roads. Most existing meth-
ods (Shi et al. 2019, 2020b; Hu et al. 2018; Lin et al. 2015;
Cai et al. 2019; Vo and Hays 2016) match ground and aerial
images by exploiting features extracted from convolutional
neural networks (CNNs). For instance, Shi et al. (2019) di-
rectly encodes the relative positions among object features by
using the Spatial-aware Position Embedding (SPE) module.
These methods are limited in exploring the spatial configura-
tion of visual features which is a global property. Recently,
with the advancement of Transformer (Vaswani et al. 2017),
several methods (Yang, Lu, and Zhu 2021; Zhu, Shah, and
Chen 2022) explore extracting latent features from global
contextual information. However, such methods solely rely
on multi-head attention mechanism to implicitly explore cor-
relations in the input features. Consequently, the correlations
are unavoidably entangled in those approaches.

This paper introduces GeoDTR which processes the low-
level feature and spatial configuration of visual features sepa-
rately. To capture spatial configuration, we propose a novel
geometric layout extractor sub-module. This sub-module gen-
erates a set of geometric layout descriptors that reflects the
global contextual information among visual features in an
image. We strengthen the quality of the geometric layout
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descriptors through Layout simulation, Semantic augmen-
tation (LS) and a counterfactual (CF) training schema. LS
generates different layouts for aerial and ground pairs with
perturbed low-level details which improves the diversity of
training aerial-ground pairs. Unlike existing data augmenta-
tion methods in cross-view geo-localization, LS maintains
the geometric/spatial correspondence during training. Thus,
it can be universally applied to any geo-localization method.
Moreover, we observe that LS improves the performance
on cross-area experiments because of the regularization of
LS. We introduce a novel distance-based counterfactual (CF)
training schema to fortify the learning of the extracted de-
scriptors. Specifically, it provides auxiliary supervision to the
geometric layout extractor to refine global contextual infor-
mation. The performance of our proposed model, GeoDTR,
shows a substantial increase and achieves state-of-the-art
compared to other algorithms on the common cross-view
geolocalization datasets, CVUSA (Workman, Souvenir, and
Jacobs 2015) and CVACT (Liu and Li 2019). Our contribu-
tions can be summarized as threefold:

• We propose GeoDTR which disentangles geometric in-
formation from raw features to increase the transformer
efficiency. The proposed model effectively explores the
spatial configurations and low-level details, and better
captures the correspondence between aerial and ground
images.

• We propose layout simulation and semantic augmentation
techniques that improve the performance of GeoDTR (as
well as existing methods) on cross-area experiments.

• We introduce a novel counterfactual-based learning
schema that guides GeoDTR to better grasp the spatial
configurations and therefore produce better latent feature
representations.

Related Work
Cross-view Geo-localization
Feature-based Cross-view Geo-localization Feature-
based geo-localization methods extract both aerial and
ground latent representations from local information us-
ing CNNs (Lin, Belongie, and Hays 2013; Lin et al. 2015;
Workman, Souvenir, and Jacobs 2015). Existing works stud-
ied different aggregation strategy (Hu et al. 2018), training
paradigm (Vo and Hays 2016), loss functions (i.e. HER (Cai
et al. 2019)) and SEH (Guo et al. 2022) and feature trans-
formation (i.e. feature fusion (Regmi and Shah 2019) and
Cross-View Feature Transport (CVFT) (Shi et al. 2020b)).
The above-mentioned feature-based methods did not fully
explore the effectiveness of spatial information due to the
locality of CNN which lacks of ability to explore global
correlations. By leveraging the ability to capture global con-
textual information of the transformer, our GeoDTR learns
the geometric correspondence between ground images and
aerial images through a transformer-based sub-module which
results in a better performance.

Geometry-based Cross-view Geo-localization Recently,
learning to match the geometric correspondence between
aerial and street views is becoming a hot topic. Liu and Li

(2019) proposed to train the model with encoded camera
orientation in aerial and ground images. Shi et al. (2019) pro-
posed SAFA which aggregates features through its learned ge-
ometric correspondence from ground images and polar trans-
formed aerial images. Later, the same author proposed Dy-
namic Similarity Matching (DSM) (Shi et al. 2020a) to geo-
localizing limited field-of-view ground images by a sliding-
window-like algorithm. CDE (Toker et al. 2021) combined
GAN (Goodfellow et al. 2014) and SAFA (Shi et al. 2019)
to learn cross-view geo-localization and ground image gen-
eration simultaneously. Despite the remarkable performance
achieved by these geometric-based methods, they are limited
by the nature of CNNs which explores the local correlation
among pixels. On the other hand, GeoDTR not only explicitly
models the local correlation but also explores the global con-
textual information through a transformer-based sub-module.
The quality of this global contextual information is further
strengthened by our CF learning schema and LS technique.
Finally, benefitted from the model design, GeoDTR does not
solely rely on polar transformed aerial view.

Recent researches (Yang, Lu, and Zhu 2021; Zhu, Shah,
and Chen 2022) also explore to capture non-local correla-
tions in the images. L2LTR (Yang, Lu, and Zhu 2021) stud-
ied a hybrid ViT-based (Dosovitskiy et al. 2021) methods
while TransGeo (Zhu, Shah, and Chen 2022) proposed a
pure transformer-based model. The above mentioned meth-
ods implicitly model the spatial information from the raw
features because of solely rely on transformer. Nevertheless,
our GeoDTR explicitly disentangles low-level details and
spatial information from raw features. Moreover, GeoDTR
has less trainable parameter than L2LTR (Yang, Lu, and Zhu
2021) and does not require the 2-stage training paradigm as
proposed in TransGeo (Zhu, Shah, and Chen 2022).

Data Augmentation in Cross-view Geo-localization Data
augmentation is popular in computer vision. Nonetheless,
data augmentation in cross-view geo-localization is very lim-
ited due to the vulnerability of the spatial correspondence
between aerial and ground images which can be easily sab-
otaged by a minor interference. For instance, most existing
methods (Liu and Li 2019; Rodrigues and Tani 2022; Vo and
Hays 2016; Cai et al. 2019) randomly rotate or shift one view
while fixing the other one. On the other hand, Rodrigues and
Tani (2021) randomly blackout ground objects according to
their segmentation from street images. In this paper, we pro-
pose LS techniques that maintain geometric correspondence
between images of the two views while varying geometric
layout and visual features during the training phase. Our ex-
tensive experiments demonstrate that LS can significantly
improve the performance on cross-area datasets not only for
GeoDTR but also can be universally applied to other existing
methods.

Counterfactual Learning
The idea of counterfactual in causal inference (Pearl 2009)
has been successfully applied in several research areas such
as explainable artificial intelligence (Byrne 2019), visual
question answering (Abbasnejad et al. 2020), physics simula-
tion (Baradel et al. 2020), and reinforcement learning (Wang
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et al. 2019). In this work, we propose a novel distance-based
counterfactual (CF) learning schema which strengthens the
quality of learned geometric descriptors for our GeoDTR.
Experiments show that the proposed CF learning schema
improves the performance of GeoDTR.

Methodology
Problem Formulation
Considering a set of ground-aerial image pairs
{(Igi , Iai )}, i = 1, . . . , N , where superscripts g and a
are abbreviations for ground and aerial, respectively, and
N is the number of pairs. Each pair is tied to a distinct
geo-location. In the cross-view geo-localization task, given
a query ground image Igq with index q, one searches
for the best-matching reference aerial image Iab with
b ∈ {1, . . . , N}.

For the sake of a feasible comparison between a ground
image and an aerial image, we seek discriminative latent rep-
resentations fg and fa for the images. These representations
are expected to capture the dramatic view-change as well as
the abundant low-level details, such as textual patterns. Then
the image retrieval task can be made explicit as

b = argmin
i∈{1,...,N}

d(fg
q , f

a
i ), (1)

where d(·, ·) denotes the L2 distance. For the compactness in
symbols, we will use superscript v for cases that apply to both
ground (g) and aerial (a) views. We adopt this convention
throughout the paper.

Geometric Layout Modulated Representations
To generate high-quality latent representations for cross-view
geo-localization, we emphasize the spatial configurations of
visual features as well as low-level features. The spatial con-
figuration reflects not only the positions but also the global
contextual information among visual features in an image.
One could expect such geometric information to be stable
during the view-change. Meanwhile, the low-level features
such as color and texture, help to identify visual features
across different views.

Specifically, we propose the following decomposition of
the latent representation

fv = pv ◦ rv. (2)
pv = {pvm}m=1,...,K is the set of K geometric layout de-
scriptors that summarize the spatial configuration of visual
features, and rv = {rvj }j=1,...,C denotes the raw latent repre-
sentations of C channels that is generated by any backbone
encoder. Both pvm and rvj are vectors in RH×W with H and
W being the height and width of the raw latent representa-
tions, respectively. The modulation operation pv ◦rv expands
as
(⟨pv1, rv1⟩, . . . , ⟨pv1, rvC⟩, . . . , ⟨pvK , rv1⟩, . . . , ⟨pvK , rvC⟩) , (3)

where ⟨pvm, rvj ⟩ denotes the Frobenius inner product of pvm
and rvj . In this sense, the resulting fv ∈ RCK are referred
to as the geometric layout modulated representations and
will be fed to Equation (1) to retrieve the best-matching
aerial images. Our model design closely follows the above
decomposition.

GeoDTR Model
Model Overview GeoDTR (see Figure 1 (a)) is a siamese
neural network including two branches for the ground and
the aerial views, respectively. Within a branch, there are
two distinct processing pathways, i.e., the backbone feature
pathway and the geometric layout pathway.

In the backbone feature pathway, a CNN backbone encoder
processes the input image to generate raw latent represen-
tations rv where v = g or v = a. Due to the nature of the
CNN backbone, these representations carry the positional
information as well as the low-level feature information.

The geometric layout pathway is devoted to exploring the
global contextual information among visual features. This
pathway includes a core sub-module called the geometric
layout extractor, which generates a set of geometric layout
descriptors pv based on the raw latent representations rv.
These descriptors will modulate rv , integrating the geometric
layout information therein. With a stand-alone treatment of
the geometric layout, one avoids introducing undesired cor-
relations among the low-level features from different visual
features. In the following, we will describe the key compo-
nents of GeoDTR in detail.

Geometric Layout Extractor This sub-module mines the
global contextual information among the visual features and
produce effective geometric layout descriptors. Despite the
change in appearance across views, the arrangement of vi-
sual features remains largely intact. Hence, integrating the
geometric layout information into the latent representations
fv would improve its discriminative power for cross-view
geo-localization. Note that the geometric layout is a global
property in the sense that it captures the spatial configuration
of multiple visual features at different positions in the ground
and aerial images. For example, a single visual feature can
span across the image, such as the road. As a result, the geo-
metric layout descriptors should be able to grasp the global
correlation among visual features.

In order to accomplish this goal, the geometric layout ex-
tractor is built on top of the standard transformer. As shown
in Figure 1 (b), the network consists of a max-pooling layer
along channels, a transformer module, and two embedding
layers that locate before and after the transformer. The max-
pooling layer produces a saliency map M ∈ RH×W . Then,
M is processed by the first embedding layer, projected into
K embedding vectors E = [e1, e2, ..., ek] where for each em-
bedding vector the dimension is (H ×W )/2. On top of the
standard learnable positional embedding (PE) Epe (Dosovit-
skiy et al. 2021), we introduce an extra index-aware positional
embedding adding to E

Ê = E + HardTanh(Epe +WLNM idx), (4)

where M idx
mj = 1

C argmaxc∈1,...,C rcmj . WLN is a learnable
linear transform that maps M idx to K distinct subspaces,
WLN ∈ R(H×W )×(K×H×W

2 ). The transformer explores cor-
relations among Ê. After projecting by the second embedding
layer, our geometric layout extractor generates a set of K
geometric layout descriptors p. The detailed model settings
can be found in the supplementary material.
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Figure 1: (a) The overview pipeline of our proposed model GeoDTR. (b) Illustration of our proposed geometric layout extractor.

Counterfactual-based Learning Schema Due to the ab-
sence of ground truth geometric layout descriptors, the sub-
module Gv(·) would only receive indirect and insufficient
supervision during training. Inspired by (Rao et al. 2021), we
propose a counterfactual-based (CF-based) learning process.
Specifically, we apply an intervention do(pv = p̂v) which
substitutes pv for a set of imaginary layout descriptors p̂v

in Equation (2). This results in an imaginary representation
f̂v. Elements of p̂v are drawn from the uniform distribu-
tion U [−1, 1]. In order to penalize p̂v and encourage pv to
capture more distinctive geometric clues, we maximize the
distance between fv and f̂v by minimizing our proposed
counterfactual loss

Lv
cf = log

(
1 + e−βv[d(fv,f̂v)]

)
, (5)

where βv is a parameter to tune the convergence rate. The
counterfactual loss provides a weakly supervision signal to
the layout descriptors p via penalizing the imaginary descrip-
tors p̂. In this way, the model can be away from apparently
“wrong” solution and learn a better latent feature represen-
tation. Besides the counterfactual loss, we also adopt the
weighted soft margin triplet loss which pushes the matched
pairs closer and unmatched pairs further away from each
other

Ltriplet = log
(
1 + eα[d(f

g
m,fa

m)−d(fg
m,fa

n)]
)
, (6)

where α is a hyperparameter that controls the convergence of
training. m,n ∈ {1, 2, . . . , N} and m ̸= n. Our final loss is

L = Ltriplet + La
cf + Lg

cf . (7)

Layout Simulation and Semantic Augmentation
In this paper, we elaborately design two categories of augmen-
tations, i.e., Layout simulation and Semantic augmentation
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Figure 2: Illustration of the layout simulation. From left to
right are aerial image, polar transformed aerial image, and
ground image. The yellow arrows and lines indicate the north
direction.

(LS) to help improve the quality of extracted layout descrip-
tors and the generalization of cross-view geo-localization
models.

Layout Simulation It is a combination of a random flip and
a random rotation (90◦, 180◦, or 270◦) that synchronously
applies to ground truth aerial and ground images. In this

3483



manner, low-level details are maintained, but the geometric
layout is modified. As illustrated in Figure 2, layout simula-
tion can produce matched aerial-ground pairs with a different
geometric layout.

Semantic Augmentation Semantic augmentation ran-
domly modifies the low-level features in aerial and ground
images separately. We employ color jitter to modify the
brightness, contrast, and saturation in images. Moreover, we
also randomly apply Gaussian blur and randomly transform
images to grayscale images or posterized images.

Note that unlike previous data augmentation methods, our
LS does not break the geometric correspondence among vi-
sual features in the two views. Our experiments show that LS
greatly improves GeoDTR on cross-area performance while
hardly weakening the same-area performance. Applying LS
to the existing methods also improves their performance in
cross-area experiments. For more details on this, refer to the
supplementary material.

Experimental Results

Method R@1 R@5 R@10 R@1%

FusionGAN 48.75% - 81.27% 95.98%
CVFT 61.43% 84.69% 90.49% 99.02%
SAFA 81.15% 94.23% 96.85% 99.49%
SAFA† 89.84% 96.93% 98.14% 99.64%
DSM† 91.93% 97.50% 98.54% 99.67%
CDE† 92.56% 97.55% 98.33% 99.57%
L2LTR 91.99% 97.68% 98.65% 99.75%
L2LTR† 94.05% 98.27% 98.99% 99.67%

TransGeo 94.08% 98.36% 99.04% 99.77%
SEH† 95.11% 98.45% 99.00% 99.78%

Ours w/ LS 93.76% 98.47% 99.22% 99.85%
Ours w/ LS† 95.43% 98.86% 99.34% 99.86%

Table 1: Comparison between the proposed GeoDTR and
baseline methods on CVUSA dataset. † represents that polar
transformation is applied to aerial images. The best results
are in bold. The second-best results are underlined.

Experiment Settings
Dataset To evaluate the effectiveness of GeoDTR, we con-
duct extensive experiments on two datasets, CVUSA (Work-
man, Souvenir, and Jacobs 2015), and CVACT (Liu and
Li 2019). Both CVUSA and CVACT contain 35, 532 train-
ing pairs. CVUSA provides 8, 884 pairs for testing and
CVACT has the same number of pairs in its validation set
(CVACT val). Besides, CVACT provides a challenging and
large-scale testing set (CVUSA test) which contains 92, 802
pairs. In CVUSA, we identify 762 and 43 repeated pairs in
the original training set and testing set, respectively. We re-
move the repeated pairs in the training set but keep the testing
set unchanged for fair comparisons. Please refer to the sup-
plementary material for more information of the duplicate
pairs in CVUSA dataset.

Evaluation Metric Similar to existing methods (Shi et al.
2019; Toker et al. 2021; Yang, Lu, and Zhu 2021; Hu et al.
2018; Liu and Li 2019; Shi et al. 2020a), we choose to use re-
call accuracy at top K (R@K) for evaluation purpose. R@K
measures the probability of the ground truth aerial image
ranking within the first K predictions given a query image.
In the following experiments, we evaluate the performance
of all methods on R@1, R@5, R@10, and R@1%.

Implementation Detail We employ a ResNet-34 (He et al.
2016) as the backbone for a fair comparison with other base-
lines. α and β are set to 10 and 5 respectively. We train the
model on a single Nvidia V100 GPU for 200 epochs with
AdamW (Loshchilov and Hutter 2017) optimizer. For more
information (i.e. LS techniques and latent feature dimensions,
etc.), please refer to the supplementary material.

Same-area Experiment
We first evaluate GeoDTR on the same-area cross-view geo-
localization tasks in which training and testing data are cap-
tured from the same region. The results on CVUSA (Work-
man, Souvenir, and Jacobs 2015) and CVACT (Liu and Li
2019) benchmarks are shown in Table 1 and Table 2, respec-
tively. For a fair and complete comparison, we present the
performance of GeoDTR trained with and without polar trans-
formation (PT) on aerial images. Specifically, in the CVUSA
experiments (Table 1), with PT, GeoDTR achieves the state-
of-the-art (SOTA) result. Without PT, our GeoDTR exceeds
TransGeo (Zhu, Shah, and Chen 2022) on R@5, R@10, and
R@1% and achieve comparable results on R@1.

As shown in Table 2, GeoDTR also achieves substan-
tial improvement in performance on CVACT. To be noticed,
GeoDTR achieves 64.52% on R@1 of CVACT test which
is a 3.23% increase from previous SOTA (CDE (Toker et al.
2021)) on this highly challenging benchmark. Furthermore,
we also observe that when training without polar transforma-
tion, GeoDTR only suffers a minor decrease in performance
(1.67% on R@1 of CVUSA, 0.78% on R@1 of CVACT val,
and 1.56% on R@1 of CVACT test). We attribute this to the
geometric layout descriptors that can adapt to the non-polar-
transformed aerial inputs and capture the spatial configura-
tion. More qualitative analyses on geometric layout descrip-
tors are discussed in the later sections. The results of same-
area experiments demonstrate the superiority of GeoDTR.

Cross-area Experiment
To further evaluate the generalization of GeoDTR on unseen
scenes, we conduct the cross-area experiments, i.e., training
on CVUSA while testing on CVACT (CVUSA → CVACT)
and vice versa (CVACT → CVUSA). The results are summa-
rized in Table 3. On CVUSA → CVACT, GeoDTR achieves
53.16% on R@1 which significantly exceeds the current
SOTA (Yang, Lu, and Zhu 2021). Since CVACT is densely
sampled from a single city, its images might share more com-
mon visual features. Hence, we consider CVACT → CVUSA
to be a more challenging task. We observe that GeoDTR
outperforms all other methods by a substantial amount. From
the analyses in later sections, this significant improvement in
cross-area performance comes from the cooperation between
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Method CVACT val CVACT test

R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1%

CVFT 61.05% 81.33% 86.52% 95.93% 26.12% 45.33% 53.80% 71.69%
SAFA 78.28% 91.60% 93.79% 98.15% - - - -
SAFA† 81.03% 92.80% 94.84% 98.17% 55.50% 79.94% 85.08% 94.49%
DSM† 82.49% 92.44% 93.99% 97.32% 35.63% 60.07% 69.10% 84.75%
CDE† 83.28% 93.57% 95.42% 98.22% 61.29% 85.13% 89.14% 98.32%
L2LTR 83.14% 93.84% 95.51% 98.40% 58.33% 84.23% 88.60% 95.83%
L2LTR† 84.89% 94.59% 95.96% 98.37% 60.72% 85.85% 89.88% 96.12%

TransGeo 84.95% 94.14% 95.78% 98.37% - - - -
SEH† 84.75% 93.97% 95.46% 98.11% - - - -

Ours w/ LS 85.43% 94.81% 96.11% 98.26% 62.96% 87.35% 90.70% 98.61%
Ours w/ LS† 86.21% 95.44% 96.72% 98.77% 64.52% 88.59% 91.96% 98.74%

Table 2: Comparison between our GeoDTR w/ LS and baseline methods on CVACT dataset. Notations are the same as Table 1.

Model Task R@1 R@5 R@10 R@1%

SAFA†
CVUSA

↓
CVACT

30.40% 52.93% 62.29% 85.82%
DSM† 33.66% 52.17% 59.74% 79.67%

L2LTR† 47.55% 70.58% 77.39% 91.39%
TransGeo 37.81% 61.57% 69.86% 89.14%

Ours w/ LS 43.72% 66.99% 74.61% 91.83%
Ours w/ LS† 53.16% 75.62% 81.90% 93.80%

SAFA‡
CVACT

↓
CVUSA

21.45% 36.55% 43.79% 69.83%
DSM† 18.47% 34.46% 42.28% 69.01%

L2LTR† 33.00% 51.87% 60.63% 84.79%
TransGeo 18.99% 38.24% 46.91% 88.94%

Ours w/ LS 29.85% 49.25% 57.11% 82.47%
Ours w/ LS† 44.07% 64.66% 72.08% 90.09%

Table 3: Comparison between GeoDTR w/ LS and baselines
on cross-area benchmarks. Notations are the same as Table 1.

the geometric layout descriptors and our LS technique. The
geometric layout descriptors efficiently grasp the spatial cor-
relation among visual features and the LS technique helps to
alleviate the model’s overfitting to low-level details.

Qualitative Study of Geometric Descriptors
As discussed in our description of geometric layout extractor,
our model learns to capture the geometric layout and then
produces modulated latent representations upon that. The
geometric layout could be considered as a fingerprint of the
ground (aerial) image and should remain mostly the same un-
der view-change. Consequently, for a ground-aerial pair, one
would expect to see similar patterns in their geometric layout
descriptors. To justify this point and fully demonstrate the
power of our model, we visualize the ground and aerial de-
scriptors in Figure 3 for cases when GeoDTR is trained with
polar transformed aerial images and normal aerial images
(without polar transformation), respectively.

In Figure 3(a), we first note a strong alignment between
descriptors of a given ground-aerial pair. To better visualize,
we also present the difference between the corresponding
descriptors in the third column of the figure. It is clear to
see that the corresponding descriptors possess very similar
values apart from the ones located at a narrow strip near the

Same-area Cross-area

R@1 R@5 R@1% R@1 R@5 R@1%

L2LTR 94.05% 98.27% 99.67% 47.55% 70.58% 91.39%
L2LTR‡ 93.62% 98.46% 99.77% 52.58% 75.81% 93.51%

Ours 95.23% 98.71% 99.79% 47.79% 70.52% 92.20%
Ours‡ 95.43% 98.86% 99.86% 53.16% 75.62% 93.80%

(a) Models are trained on CVUSA dataset.

Same-area Cross-area

R@1 R@5 R@1% R@1 R@5 R@1%

L2LTR 84.89% 94.59% 98.37% 33.00% 51.87% 84.79%
L2LTR‡ 83.49% 94.93% 98.68% 37.69% 57.78% 89.63%

Ours 87.42% 95.37% 98.65% 29.13% 47.86% 81.09%
Ours‡ 86.21% 95.44% 98.77% 44.07% 64.66% 90.09%

(b) Models are trained on CVACT dataset.

Table 4: Comparison between L2LTR (Yang, Lu, and Zhu
2021) and GeoDTR with or without the proposed LS tech-
nique. Results are shown for both cases when the models are
trained on CVUSA and CVACT datasets. ‡ represents that
LS is applied during training. The best results are in bold.

top of each pair of descriptors.
More strikingly, such an alignment still exists when our

model is trained with normal ground images. In Figure 3(b),
we unroll the descriptors for the normal aerial image by polar
transformation. We observe that apart from the deformation
brought by the polar transformation, the locations of salient
patterns in the aerial descriptors match those in the corre-
sponding ground descriptors. This indicates the ability of
GeoDTR to grasp the geometric correspondence even with-
out the guidance of polar transformation.

Ablation Study

LS Technique It is worth emphasizing that our LS stands
as a generic technique to improve the generalization of cross-
view geo-localization models. To illustrate this point, we
apply the LS technique to L2LTR (Yang, Lu, and Zhu 2021)
by comparing the recall accuracy training with or without LS.

3485



Figure 3: Visualization of learned descriptors from GeoDTR trained with (a) and without (b) polar transformation. Notice the
alignment between ground descriptors and aerial / PT aerial descriptors.

Configuration R@1 R@5 R@10 R@1%

Sa
m

e-
ar

ea

(1, CF, w/ LS) 93.44% 98.18% 99.05% 99.80%
(4, CF, w/ LS) 94.80% 98.64% 99.30% 99.82%
(8, CF, w/ LS) 95.43% 98.86% 99.34% 99.86%

(8, noCF, w/ LS) 95.06% 98.72% 99.30% 99.85%
(8, noCF, w/o LS) 94.83% 98.59% 99.28% 99.80%

(8, CF, w/o LS) 95.23% 98.71% 99.26% 99.79%

C
ro

ss
-a

re
a

(1, CF, w/ LS) 39.93% 63.54% 71.59% 88.92%
(4, CF, w/ LS) 46.36% 69.37% 76.46% 91.27%
(8, CF, w/ LS) 53.16% 75.62% 81.90% 93.80%

(8, noCF, w/ LS) 49.18% 71.96% 79.28% 92.84%
(8, noCF, w/o LS) 43.71% 66.87% 74.68% 90.66%

(8, CF, w/o LS) 47.79% 70.52% 77.52% 92.20%

Table 5: Performance of GeoDTR under different configura-
tions, including the number of descriptors K, with or without
counterfactual loss (CF or noCF), and with or without LS (w/
LS or w/o LS). Results are shown for both cases when our
model is trianed on CVUSA and CVACT datasets.

The comparison is presented in Table 4, which also includes
the same ablation on our GeoDTR. We notice that LS greatly
boosts the performance of L2LTR on the cross-area bench-
mark with only a minor decrease on the same-area benchmark.
This indicates the effectiveness of LS to improve cross-view
geo-localization models in capturing clues for geo-localizing
in unseen scenes. Note that even with the benefits from LS,
GeoDTR w/ LS still outperforms L2LTR w/ LS on the overall
performance in both same-area and cross-area benchmarks.
The complete comparison with other existing models (i.e.
SAFA) can be found in the supplementary material.

Geometric Layout Descriptors To demonstrate the bene-
fit of geometric layout descriptors to GeoDTR, we conduct
ablation experiments with the different number of descriptors

K. The results are included in the first three lines of the upper
and bottom parts of the ablation study (Table 5). We observe
that with more descriptors, the performance is constantly
improved, especially the cross-area ones. This implies the
importance of the geometric layout for the cross-area task.
Moreover, there is a notable gap in the cross-area perfor-
mance between K = 1 and K = 8 cases. This gap highlights
the substantial contribution of the geometric layout descrip-
tors in addition to the LS technique, and, thus, reflects the
effectiveness of our model design.

CF Learning Schema The effects of the CF-based learning
process are shown in the last four lines in the upper and
bottom parts of Table 5. We find that CF-based learning
boosts the recall accuracy except for a few limited cases. The
improvement is more evident in the cross-area performance
when our model is trained on the CVUSA dataset. To be
noticed, the value of R@1 and R@5 increase from 49.18%
to 53.16% and from 71.96% to 75.62%, respectively.

Conclusion and Future Works
To address the challenges in cross-view geo-localization, we
propose GeoDTR which disentangles geometric layout from
raw input features and better explores the spatial correla-
tions among visual features. In addition, we introduce layout
simulation and semantic augmentation which improve the
generalization of GeoDTR and other existing cross-view geo-
localization models. Moreover, a novel counterfactual-based
learning process is introduced to train GeoDTR. Extensive
experiments demonstrate the superiority of GeoDTR on stan-
dard, fine-grained, and cross-area cross-view geo-localization
tasks. Presently, the interpretation of geometric layout de-
scriptors in our model has not been fully explored. In the
future, we will keep investigating their properties and work
towards more explainable models.
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