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Abstract
Recent scene graph generation (SGG) frameworks have focused on learning complex relationships among multiple objects in an image. Thanks to the nature of the message passing neural network (MPNN) that models high-order interactions between objects and their neighboring objects, they are dominant representation learning modules for SGG. However, existing MPNN-based frameworks assume the scene graph as a homogeneous graph, which restricts the context-awareness of visual relations between objects. That is, they overlook the fact that the relations tend to be highly dependent on the objects with which the relations are associated. In this paper, we propose an unbiased heterogeneous scene graph generation (HetSGG) framework that captures relation-aware context using message passing neural networks. We devise a novel message passing layer, called relation-aware message passing neural network (RMP), that aggregates the contextual information of an image considering the predicate type between objects. Our extensive evaluations demonstrate that HetSGG outperforms state-of-the-art methods, especially outperforming on tail predicate classes. The source code for HetSGG is available at https://github.com/KanghoonYoon/hetsgg-torch.

1 Introduction
Scene graph generation (SGG) is a fundamental visual understanding task, which aims to identify objects from an image and detect their relations (i.e., predicate1), which can be represented in a triplet format: ⟨subject, predicate, object⟩. A compact structural scene representation is beneficial to various image applications such as visual question answering (Ghosh et al. 2019; Zhang, Chao, and Xuan 2019), image captioning (Yang et al. 2019), and image retrieval (Schroeder and Tripathi 2020; Rammath et al. 2019). Hence, recent years have seen significant progress in developing methods for SGG.

However, recent SGG methods usually have shown unsatisfactory performance due to the difficulty of learning complex relationships among multiple objects in an image.

An effective scene graph representation should include the contextual information of an image. For intuitively understanding what it means by contextual information, consider the triplet ⟨kid, riding, elephant⟩ in Figure 1(a). Understanding the context around this triplet, such as “kid holding rail” and “woman watching elephant”, would be helpful for predicting the riding predicate between kid and elephant, compared with the case when kid and elephant are considered independently. Hence, recent studies for SGG mainly focus on capturing the contextual information based on message passing neural networks (MPNNs). Thanks to the nature of the MPNNs that model high-order interactions between objects and their neighboring objects, they can naturally capture the visual context of an object from nearby objects that exist together. Specifically, Graph R-CNN (Yang et al. 2018) designs an MPNN to learn filtered contextual information from neighbors by identifying important objects and relations. Moreover, direction-aware message passing neural network (DMP) (Lin et al. 2020) considers the direction to which the messages are propagated between two objects, and adaptive message passing neural network (AMP) (Li et al. 2021) prevents irrelevant proposal pairs from interacting with each other based on
the confidence of interactions (Figure 1(b)). In summary, recent SGG methods mainly focus on designing new MPNN architectures aiming at capturing the contextual information of an image, thereby increasing the context-awareness of visual relations between objects.

Although the aforementioned existing methods for SGG show effectiveness in understanding the visual context by using advanced MPNNs, they commonly consider the scene graph as a homogeneous graph, which in turn restricts the context-awareness of the visual relations between objects. A homogeneous graph considers all its nodes (i.e., objects) and edges (i.e., predicates) to be of a single type. For this reason, existing MPNN-based methods overlook the fact that predicates tend to be highly dependent on the objects with which the predicates are associated. For example, consider the triplet \( \langle \text{kid}, \text{riding}, \text{elephant} \rangle \) in Figure 1(a). Although a kid can ride an elephant, the opposite direction is unlikely to happen, i.e., an elephant usually does not ride a kid because it is usually “Human” that rides “Animal.” However, as existing MPNN-based methods consider the scene graph as a homogeneous graph, “Human”-typed objects and “Animal”-typed objects cannot be distinguished, which eventually fails to explicitly capture such dependencies.

In this paper, we propose an unbiased heterogeneous scene graph generation (HetSGG) framework that captures relation-aware context. The main idea is to treat each relation differently according to its type. More precisely, we devise a novel message passing layer, called relation-aware message passing neural network (RMP), that aggregates the contextual information of an image considering the predicate type between objects, where the predicate type is determined by the associated object types. For example, given a triplet \( \langle \text{subject}, \text{predicate}, \text{object} \rangle \), if subject and object are assigned “Human (H)” and “Animal (A)” types, respectively, then the type of predicate is “Human-Animal (HA).” More precisely, we first construct a heterogeneous graph based on the objects detected by an off-the-shelf object detector (e.g., Faster R-CNN (Ren et al. 2015)). Then, RMP propagates intra- and inter-relation messages with an attention mechanism to learn the relation-aware context. As described in Figure 1(b), RMP is the only MPNN layer that fully utilizes the heterogeneity of a scene graph thereby capturing the semantics of the relations. It is important to note that RMP is a general framework that subsumes existing mainstream MPNN-based SGG methods, i.e., DMP and AMP. Specifically, RMP is direction-aware by its design, because the predicate types already contain the directional information (e.g., RMP treats \( \text{kid} \rightarrow \text{elephant} \) and \( \text{elephant} \rightarrow \text{kid} \) differently by assigning each relation “HA” and “AH” predicate type, respectively). Besides, RMP is a generalized version of AMP in that the attention function of RMP is predicate type-aware, whereas that of AMP assumes the predicates are of a single type.

Moreover, considering a scene graph as a heterogeneous graph naturally alleviates the biased prediction problem incurred by the long-tail predicate class distribution. Figure 1(c) presents the overall predicate distribution, and the predicate type conditional distributions when considering only the “AH” and “HH” predicate types. We observe that head predicates in the overall predicate distribution are not anymore considered as head predicates in the “AH” or “HH” predicate type conditional distributions. For example, wearing appears at the top-3 in the overall distribution, whereas it rather belongs to a tail predicate class in the “AH” predicate type conditional distribution. On the other hand, playing rarely appears in the overall distribution, whereas its proportion increases in the “HH” predicate type conditional distribution. This implies that each predicate type exhibits different head/body/tail predicate class distribution. In this regard, since RMP independently processes all the predicate types, which is the followed by an aggregation, HetSGG naturally relieves the bias of the final prediction model. Although existing methods for unbiased prediction (Li et al. 2021; Lin et al. 2020; Tang et al. 2020; Chen et al. 2022; Desai et al. 2021) improve performance on tail predicates, the performance on head predicates is rather sacrificed. On the other hand, HetSGG greatly improves the performance on tail predicates, while maintaining competitive performance on head predicates.

Our contributions are summarized as follows:

- To the best of our knowledge, HetSGG is the first work to reformulate the SGG task, in which the scene graph was considered as a homogeneous graph, in the light of a heterogeneous graph.
- HetSGG is model-agnostic in that it can be adopted to any MPNN-based SGG methods. In this work, we adopt HetSGG to two recent SGG methods, i.e., Graph R-CNN (Yang et al. 2018) and BGNN (Li et al. 2021), and demonstrate that HetSGG further improves upon them.
- Through extensive experiments on Visual Genome and Open Images, we demonstrate that HetSGG is superior to state-of-the-art baselines, and that the performance on tail predicate classes in particular improves greatly.

## 2 Related Work

**Scene Graph Generation.** Traditional SGG approaches mainly focus on designing advanced neural network architectures to fuse the contextual features in images. They (Chen et al. 2019; Zellers et al. 2018) pass object features of region proposals obtained from an object detector to RNNs aiming at capturing the contextual cues. However, contextualized representations produced by RNNs are dependent on the ordering of the object sequence, which is generated in a heuristic manner without accounting for meaningful contexts. Most recently, MPNN-based methods have shown to be effective for SGG tasks. With an effective architecture that aggregates the neighboring features, MPNNs embed a node-centric representation by combining the contextual elements of neighbors. Several variants of MPNNs have emerged for SGG frameworks as it is essential to design MPNNs with certain characteristics. GPS-Net (Lin et al. 2020) proposes the direction-aware MPNN (DMP) to propagate different messages in two directions, and BGNN (Li et al. 2021) presents confidence-aware adaptive MPNN (AMP) to filter out unnecessary contextual features because the graph constructed from an off-the-shelf
Heterogeneous Graph Neural Network. A heterogeneous graph is a powerful tool that can embrace rich semantics and structural information in real-world data. A heterogeneous graph consists of different types of entities (i.e., nodes) and their relations (i.e., edges), which facilitates the modeling of complex semantics of machine learning models. In the graph mining community, a plethora of studies for heterogeneous graph neural networks (HGNN) have been conducted to extract rich information under the heterogeneity by using the meta-path, which is a semantically meaningful path defined by relation types (Wang et al. 2019; Sun et al. 2011; Dong, Chawla, and Swami 2017; Hu et al. 2020; Zhang et al. 2019a; Park et al. 2019). As a scene graph represents multiple objects and the relations between them, we argue that it can also be considered as a heterogeneous graph. However, it is non-trivial to apply existing HGNNs developed in the graph mining community for SGG tasks. More precisely, although most existing HGNNs require domain knowledge to generate meta-paths, there are no obvious rules for defining meta-paths in scene graphs. To make the matter worse, since the graph constructed from an off-the-shelf object detector is inherently noisy, it is challenging to apply existing HGNNs that are developed for clean graphs. Hence, in this work, we propose a meta-path-free HGNN that considers the noisy nature of scene graphs. Although there have been comprehensive studies of MPNN layers for SGG, they regard a scene graph as a homogeneous graph, and overlook the node types and predicate types. To the best of our knowledge, this is the first work to consider a scene graph in the SGG task as a heterogeneous graph.

Long-tail Visual Recognition. Recent SGG methods mainly focus on relieving the long-tail problem of the predicate class distribution for constructing informative scene graphs. One of the prominent approaches to alleviate the long-tail problem is to employ a cost-sensitive loss for SGG. More precisely, some methods introduce novel reweighted losses that leverage semantic constraints of scene graphs (Knyazev et al. 2020; Lin et al. 2020). Moreover, BGGN (Li et al. 2021) proposes a powerful data re-sampling strategy, called bi-level sampling, which combines both image-level and instance-level re-sampling strategies, aiming to make the entire training predicate class distribution towards a uniform distribution. Recently, TDE (Tang et al. 2020) utilizes causal inference in the prediction stage to alleviate the effect of the long-tail predicate class distribution of the dataset. On the other hand, as illustrated in Figure 1(c), our proposed method naturally alleviates the long-tail problem by considering a scene graph as a heterogeneous graph.

3 Problem Definition

In this section, we describe notations used throughout the paper, and introduce our formulation of the SGG task. Let $G = \langle V, E, T^p, T^r \rangle$ be a heterogeneous graph, where $V$ is the set of objects in an image, $E$ is the set of relations between objects, $T^p$ is the set of object types, and $T^r$ is the set of relation types. Objects $u, v \in V$ and the relation $e_{u \rightarrow v} \in E$ between $u$ and $v$ have feature vectors $x_u$, $x_v$ and $x_{u \rightarrow v}$, respectively. Moreover, we denote $\mathcal{Y} = \langle \mathcal{Y}_o, \mathcal{Y}_r \rangle$ as the set of $|\mathcal{Y}_o|$ object classes and $|\mathcal{Y}_r|$ relation (i.e., predicate) classes.

Our goal is to find a function that maps an image $I$ to a scene graph by maximizing the probability $P(G, Y|I)$. Specifically, we aim to estimate the graph structural information $G$, the object classes (i.e., $\mathcal{Y}_o$) and the relation classes (i.e., $\mathcal{Y}_r$) given an image $I$. In this work, we introduce a novel framework for generating scene graphs,
called **Heterogeneous Scene Graph Generation** (HetSGG), which generates a scene graph with typed objects and relations. \( P(G, \mathcal{Y}|\mathcal{I}) \) can be factorized as follows: \( P(G, \mathcal{Y}|\mathcal{I}) = P(G|\mathcal{I})P(\mathcal{Y}|G, \mathcal{I})P(\mathcal{I}|Y_u, G, \mathcal{I}), \) where \( P(G|\mathcal{I}) \) is a heterogeneous graph construction module, \( P(Y_v|G, \mathcal{I}) \) is an object classifier, and \( P(Y_v|Y_u, G, \mathcal{I}) \) is a predicate classifier. Note that our formulation is different from that of recent SGG methods (Tang et al. 2019; Li et al. 2021; Tang et al. 2020; Chen et al. 2019; Lin et al. 2020; Tang et al. 2019) in terms of predicting and utilizing the heterogeneous information \( T_V \) and \( T_E \) of \( G \). Thus, our framework is a generalized version of existing homogeneous SGG methods (i.e., HetSGG degenerates to existing homogeneous SGG methods if \(|T_V| = |T_E| = 1\)). The overall architecture of HetSGG is described in Figure 2.

### 4 Methodology

#### 4.1 Heterogeneous Graph Construction

**Initial Graph Construction.** We begin by constructing an initial graph based on the objects detected by an off-the-shelf object detector (e.g., Faster R-CNN (Ren et al. 2015))\(^2\). The object proposals generated by the object detector are defined as nodes, and node pairs are connected by edges (i.e., the initial graph is a fully-connected graph). Then, the feature vector for object \( u \in V \) (i.e., \( x_u \)) is obtained by feed-forwarding the concatenation of the bounding box positions of object \( u \), visual features of object \( u \), and the word embedding (i.e., Glove (Pennington, Socher, and Manning 2014)) of the class name of object \( u \). Moreover, the feature vector of the relation between object \( u \) and \( v \) (i.e., \( x_{u\rightarrow v} \)) is extracted from the bounding box positions of \( e_{u\rightarrow v} \), and the visual features of the union box of the object pairs \( (u, v) \).

**Type Inference.** To convert the initial graph into a heterogeneous graph, we assign types to the objects and the relations by utilizing the class logits obtained by the object detector. More precisely, the proposal for object \( u \) contains the class logit \( p_o \in \mathbb{R}^{|Y_u|} \) obtained from the object detector, where each element of \( p_o \) denotes the logit value for a certain object class. We compute the object type logit vector \( q_u \in \mathbb{R}^{|T_E|} \) with a pre-defined function \( \phi \) that maps an object class to an object type, i.e., \( \phi : Y_u \rightarrow T_E \). We then infer the type for object \( u \) with a simple aggregation function, such as sum, mean, and max as in Figure 3(a). For example, consider two detected objects \( u \) and \( v \), which belong to man and dog object classes, respectively, according to the class logits \( p_o \) and \( p_o \). Then, the object types are obtained as: \( \phi(u) = \text{"Human" (H)} \) and \( \phi(v) = \text{"Animal" (A)} \). Note that we employ \( \text{Average}() \) as the aggregation function, but we empirically observed that \( \text{Sum}() \) performs similarly. Lastly, the type of the relation (i.e., predicate type) between objects \( u \) and \( v \) (i.e., \( e_{u\rightarrow v} \)) is automatically determined by the associated object types with a function \( \psi : Y_o \times Y_o \rightarrow T_E \), which is \( \psi(u, v) = \text{"HA" in our example} \). In this work, we mainly consider three object types, i.e., \("Human (H)\", \"Animal (A)\", and \"Product (P)\", which consequently produce nine predicate types, i.e., \("HH"", \"HP"", \"AH"", \"AA", \"AP", \"PA", \"PH", and \"PP\")

It is important to note that since the heterogeneous graph on which HetSGG is applied is constructed solely based on the above type inference process, accurately inferring the types is crucial for the performance of HetSGG. In Table 2 of Section 5.1, we empirically show that through the above type assignment process based on Faster R-CNN as the object detector, we achieve around 95% accuracy of the object type inference, and we demonstrate further improvements of HetSGG when ground-truth object types are used, i.e., when the object type inference accuracy is 100%. Furthermore, we show that adding another predicate type, i.e., \("Landform (L)\", further improves the model performance provided that the type inference is accurate.

#### 4.2 Relation-aware Contextual Representation Learning

Now that we have constructed a heterogeneous graph, we need to learn the representations of objects and their relations. To this end, we propose a novel message passing layer, called **Relation-aware Message Passing neural network** (RMP), to capture relation-aware context. The main idea is to treat each relation differently according to its type. A naive approach is to assign a type-specific projection matrix \( W_t \) to each relation type \( t \in T_E \). However, using a distinct parameter for each type is not only computationally inefficient as the model complexity grows proportional to the number of relation types \( T_E \), but also is prone to overfitting. Hence, we compose an efficient relation type-specific projection matrix \( W_t \in \mathbb{R}^{d \times d} \) as a linear combination of shared basis matrices (Schlichtkrull et al. 2018):

\[
W_t = \sum_{i=1}^{h} a_{ti} B_i,
\]

where \( B_i \in \mathbb{R}^{d \times d} \) is a trainable matrix for basis \( i, b \) is the number of bases, and \( a_{ti} \in \mathbb{R} \) is a trainable coefficient for relation type \( t \) and basis \( i \), which captures the relation type information. A large \( a_{ti} \) implies that \( B_i \) makes a large contribution when we compose the relation type-specific projection matrix \( W_t \). Based on the reformulation of relation type-specific projection matrix, we can greatly reduce the number of parameters (i.e., from \( O(d^2 |T_E|) \) to \( O(d^2 b + |T_E| b) \), where \( b \ll |T_E| \)), which not only facilitates efficient training, but also alleviates the overfitting issue.

The goal of RMP is to capture the relation-aware context and update the representation of objects and relations using the context. In this regard, RMP consists of the following two steps: 1) **Edge-wise update for relations**, and 2) **Node-wise update for objects**. In a nutshell, in the edge-wise update step, RMP generates relation-specific messages between objects to refine the relation representations. In the node-wise update step, RMP aggregates messages from neighboring relations according to the relation types (i.e., intra-relation aggregation), and then aggregates all the relation type-specific object representations to obtain the final object representations (i.e., inter-relation aggregation). Note that RMP is model-agnostic in that it can be adopted to any MPNN-based SGG methods, such as Graph R-CNN (Yang

---

\(^2\)Although the model performance can be improved by using more advanced object detectors, we rely on Faster R-CNN to clearly validate the benefit of our framework.
Figure 3: (a) From the class logits of an object proposal, Type inference module computes the probability for each object type with pre-defined mapping. The relation type is defined as Cartesian product of object types. (b) For the edge-wise update, relation type-specific weight matrices are used to generate two-way messages, which are then used to obtain the relation representation. For the node-wise update, the intra-relation aggregation gathers all the relation-specific messages using the predicate features. Then, the inter-relation aggregation gathers all the relation to make the relation-aware object representation.

Step 1) Edge-wise update for relations. In this step, given two objects $u$ and $v$, and the relation between the objects, i.e., $e_{u\rightarrow v}$, the objects propagate contextual information to the relation. More precisely, two directional messages are generated: one is from object $u$ to relation $e_{u\rightarrow v}$, and the other is from object $v$ to relation $e_{u\rightarrow v}$. For an edge $e_{u\rightarrow v}$, whose direction is from object $u$ to object $v$, the relation representation is computed as follows:

$$z_{u\rightarrow v}^{(l+1)} = z_{u\rightarrow v}^{(l)} + \sigma(\alpha(u,v)W_{\psi}^{2\rightarrow r}(u,v)z_{u\rightarrow v}^{(l)} + (1-\alpha(u,v))W_{\psi}^{r\rightarrow o}(u,v)z_{u\rightarrow v}^{(l)})$$

where $z_{u\rightarrow v}^{(l+1)} \in \mathbb{R}^d$ is the relation representation of $e_{u\rightarrow v}$ at the $(l+1)$-th layer, $W_{\psi}^{2\rightarrow r}(u,v) \in \mathbb{R}^{d \times d}$ and $W_{\psi}^{r\rightarrow o}(u,v) \in \mathbb{R}^{d \times d}$ are weight matrices of the relation type $\psi(u,v)$ for the two-way messages (i.e., subject-to-relation and object-to-relation messages given a triplet $\langle$subject, predicate, object$\rangle$), and $\sigma$ is a non-linear activation function. The initial representations for objects and relations are feature vectors of objects and relations (i.e., $z_{u\rightarrow v}^{(0)} = x_{u\rightarrow v}$), and $z_{u\rightarrow v}^{(0)} = x_{u\rightarrow v}$). Moreover, $\alpha(u,v)$ determines the importance of the messages propagated from subject (i.e., $u$) and object (i.e., $v$), and it is formulated as follows: $\alpha(u,v) = \frac{\exp(w^Tz_{u\rightarrow v}^{(l)})}{\exp(w^Tz_{u\rightarrow v}^{(l)}) + \exp(w^Tz_{v\rightarrow u}^{(l)})}$, where $w \in \mathbb{R}^d$ is an attention vector. A large $\alpha(u,v)$ implies that object $u$ is more important than object $v$ for generating the representation of the relation $e_{u\rightarrow v}$.

Step 2) Node-wise update for objects. The node update is performed based on the relation representation $z_{u\rightarrow v}^{(l+1)}$ obtained in the previous step. The main idea is to aggregate messages from neighboring objects that share the same relation type. More precisely, given an object $u$ and its neighboring objects with the relation type $t$ (i.e., $N_t(u)$), the representation of the object $u$ regarding the relation type $t$ at $(l+1)$-th layer (i.e., $z_{u,t}^{(l+1)} \in \mathbb{R}^d$) is computed as follows:

$$z_{u,t}^{(l+1)} = \sum_{v \in N_t(u)} \alpha_{2s}(v,t)W_{r\rightarrow s}^{2s}(u,v)z_{u\rightarrow v}^{(l+1)} + \alpha_{2o}(v,t)W_{r\rightarrow o}^{2o}(u,v)z_{v\rightarrow u}^{(l+1)}$$

where $W_{r\rightarrow s}^{2s}(u,v) \in \mathbb{R}^{d \times d}$ and $W_{r\rightarrow o}^{2o}(u,v) \in \mathbb{R}^{d \times d}$ are weight matrices for the relation-to-subject and relation-to-object messages, respectively. The first term produces a message in the perspective of $u$ being the subject in a triplet, and the second term produces a message in the perspective of $u$ being the object in a triplet. We denote the above process as intra-relation aggregation. Moreover, $\alpha_{2s}(v,t)$ and $\alpha_{2o}(v,t)$ denote the importance of object $v$ among the set of neighbors of object $u$ with relation type $t$ (i.e., $N_t(u)$). They are defined as follows: $\alpha_{2s}(v,t) = \frac{\exp(w_2^Tz_{u\rightarrow v}^{(l+1)})}{\sum_{v \in N_t(u)} \exp(w_2^Tz_{u\rightarrow v}^{(l+1)})}$, $\alpha_{2o}(v,t) = \frac{\exp(w_2^Tz_{v\rightarrow u}^{(l+1)})}{\sum_{v \in N_t(u)} \exp(w_2^Tz_{v\rightarrow u}^{(l+1)})}$, where $w_{2s}$ and $w_{2o}$ are $\mathbb{R}^d$ are attention vectors for relation-to-subject updates and relation-to-object updates considering the relation type $t$, respectively. A large $\alpha_{2s}(v,t)$ and $\alpha_{2o}(v,t)$ imply that under the relation type $t$, the relation from object $u$ to $v$ (i.e., $e_{u\rightarrow v}$) and the relation from $v$ to $u$ (i.e., $e_{v\rightarrow u}$) are crucial for object $u$, respectively. Finally, we aggregate all the relation type-specific object representations to obtain the final representation of object $u$ (i.e., $z_u^{(l+1)} \in \mathbb{R}^d$): $z_u^{(l+1)} =$
Table 1: Results on Visual Genome (Krishna et al. 2017). Improv. denotes improvements of HetSGG compared with BGNN\textsuperscript{+}. \textdagger indicates bi-level sampling (Li et al. 2021) is applied, and \* denotes results reproduced with authors’ code.

<table>
<thead>
<tr>
<th>Models</th>
<th>PredCls</th>
<th>SGCls</th>
<th>SGGen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mR@50/100</td>
<td>R@50/100</td>
<td>mR@50/100</td>
</tr>
<tr>
<td>ReIDN (Zhang et al. 2019b)</td>
<td>15.8/17.2</td>
<td>64.8/66.7</td>
<td>9.3/9.6</td>
</tr>
<tr>
<td>Motifs (Zellers et al. 2018)</td>
<td>14.6/15.8</td>
<td>66.0/67.9</td>
<td>8.0/8.5</td>
</tr>
<tr>
<td>VCTree (Tang et al. 2019)</td>
<td>15.4/16.6</td>
<td>65.5/67.4</td>
<td>7.4/7.9</td>
</tr>
<tr>
<td>G-RCNN (Yang et al. 2018)</td>
<td>16.4/17.2</td>
<td>65.4/67.2</td>
<td>9.0/9.5</td>
</tr>
<tr>
<td>MSDN (Li et al. 2017)</td>
<td>15.9/17.5</td>
<td>64.6/66.6</td>
<td>9.3/9.7</td>
</tr>
<tr>
<td>Unibiased (Tang et al. 2020)</td>
<td>25.4/28.7</td>
<td>47.2/51.6</td>
<td>12.2/14.0</td>
</tr>
<tr>
<td>GPS-Net (Lin et al. 2020)</td>
<td>15.2/16.6</td>
<td>65.2/67.1</td>
<td>8.5/9.1</td>
</tr>
<tr>
<td>GPS-Net\textdagger (Lin et al. 2020)</td>
<td>29.2/31.4</td>
<td>55.2/57.6</td>
<td>15.9/16.9</td>
</tr>
<tr>
<td>NICE-Motif (Li et al. 2022a)</td>
<td>29.9/32.3</td>
<td>55.1/57.2</td>
<td>16.6/17.9</td>
</tr>
<tr>
<td>PDDLi (Li et al. 2022b)</td>
<td>32.3/33.3</td>
<td>47.2/47.6</td>
<td>17.5/18.2</td>
</tr>
<tr>
<td>BGNN\textsuperscript{+} (Li et al. 2021)</td>
<td>30.4/32.9</td>
<td>59.2/61.3</td>
<td>14.3/16.5</td>
</tr>
<tr>
<td>BGNN\textsuperscript{++} (Li et al. 2021)</td>
<td>29.2/31.7</td>
<td>57.8/60.0</td>
<td>14.6/16.0</td>
</tr>
<tr>
<td>HetSGG\textsuperscript{+}</td>
<td>31.6/33.5</td>
<td>57.8/59.1</td>
<td>17.2/18.7</td>
</tr>
<tr>
<td>HetSGG\textsuperscript{++}</td>
<td>32.3/34.5</td>
<td>57.1/59.4</td>
<td>15.8/17.7</td>
</tr>
</tbody>
</table>

Table 1: Results on Visual Genome (Krishna et al. 2017). Improv. denotes improvements of HetSGG compared with BGNN\textsuperscript{+}. \textdagger indicates bi-level sampling (Li et al. 2021) is applied, and \* denotes results reproduced with authors’ code.

4.3 Scene Graph Predictor and Model Training

**Scene Graph Predictor.** After obtaining the representations for objects and relations of an image, we predict their classes to generate the scene graph of the image. First, given the representation of object \(u\) (i.e., \(z_u\)), we employ a simple linear classifier to obtain the object class probability as follows: \(p_u = \text{softmax}(W^{\text{obj}}z_u) \in \mathbb{R}^{|Y_u|}\), where \(W^{\text{obj}} \in \mathbb{R}^{|Y_u| \times d}\) is the weight matrix for the linear classifier. Next, given the representation of the relation between objects \(u\) and \(v\) (i.e., \(z_{u-v}\)), we employ a simple linear classifier along with an added bias term regarding the class frequency prior (i.e., \(\tilde{p}_{u-v}\)) (Lin et al. 2020; Li et al. 2021; Zellers et al. 2018). The relation class probability is computed as follows: \(p_{u \rightarrow v} = \text{softmax}(W^{\text{rel}}z_{u-v} + \log \tilde{p}_{u-v}) \in \mathbb{R}^{|Y_r|}\), where \(W^{\text{rel}} \in \mathbb{R}^{|Y_r| \times d}\) is the weight matrix for the linear classifier, and \(\tilde{p}_{u-v} \in \mathbb{R}^{|Y_r|}\) denotes the frequency distribution of predicates given two objects \(u\) and \(v\), which is pre-computed from the training data.

**Model Training.** Using the object class probability (i.e., \(p_u\)) and relation class probability (i.e., \(p_{u \rightarrow v}\)), HetSGG is trained by minimizing the conventional cross-entropy losses for objects (i.e., \(L_{\text{obj}}\)) and relations (i.e., \(L_{\text{rel}}\)). The final objective function is defined as follows: \(L_{\text{final}} = L_{\text{obj}} + L_{\text{rel}}\).

5 Experiment

We evaluate HetSGG compared with state-of-the-arts methods on commonly used benchmark datasets, i.e., Visual Genome (VG) (Krishna et al. 2017) (Section 5.1), and Open Images (OI) V6 (Kuznetsova et al. 2020b) (Section 5.2).

**Evaluation Metric.** Due to the long-tail problem in SGG tasks, existing methods perform poorly on less frequently appearing predicates. Therefore, following the evaluation protocol of recent SGG methods (Tang et al. 2020), we evaluate SGG models on mean Recall@K (mR@K) in addition to the conventional measure Recall@K (R@K) (Li et al. 2017). For Open Images dataset, we follow the evaluation protocols of previous works (Kuznetsova et al. 2020b; Lin et al. 2020), and we additionally report weighted mean AP of relationships (\(\text{wmAP}_{\text{rel}}\)), weighted mean AP of phrase (\(\text{wmAP}_{\text{phr}}\)), and the weighted metric score (\(\text{score}_{\text{wtd}}\)), which is calculated as: \(0.2 \times \text{R@50} + 0.4 \times \text{wmAP}_{\text{rel}} + 0.4 \times \text{wmAP}_{\text{phr}}\).

**Evaluation Protocol.** We evaluate on three conventional SGG tasks (Xu et al. 2017): (1) Predicate Classification.
tion (PredCls), (2) Scene Graph Classification (SGCls), and (3) Scene Graph Generation (SGGen). Note that for SGGen, an object is considered to be correctly detected when its IOU (Intersection over Union) with the ground truth bounding box is greater than 0.5.

Implementation Details. For fair comparisons, we adopt ResNeXt-101-FPN (Xie et al. 2017) and Faster R-CNN (Ren et al. 2015) as the object detector, whose parameters are frozen while training the SGG model. For SGGen task, we select the top 80 object proposals sorted by object scores, and use per-class non-maximal suppression (NMS) (Zellers et al. 2018) at IoU 0.5. To obtain the relation proposals, we localize the union box of the bounding boxes of two objects, and obtain the ROI features using pre-trained Faster R-CNN. For RMP of HetSGG, we set the number of bases (i.e., b) to 8 in VG and 4 in OI, and use four MPNN layers (i.e., l = 4). Since HetSGG framework is model-agnostic, we evaluate two versions of HetSGG: i) RMP adopted to Graph R-CNN (Yang et al. 2018) (i.e., HetSGG), and ii) RMP adopted to BGN (Li et al. 2021) (i.e., HetSGG++).}

5.1 Visual Genome

Dataset Details. We follow the same pre-processing strategy that has been widely used for evaluations of SGG (Xu et al. 2017). Specifically, the most frequently appearing 150 object classes and 50 predicate classes are used for evaluation. After preprocessing, each image contains 11.6 objects and 6.2 predicates on average. A total of 108k images are split into training set (70%) and test set (30%).

Comparisons with State-of-the-Art Methods. Table 1 shows the results on various SGG tasks in terms of mR@50/100 and R@50/100. We have the following observations: 1) HetSGG and HetSGG++ generally outperform all baseline models in various tasks on both metrics. More precisely, HetSGG and HetSGG++ greatly improve mR@50/100, while performing competitively on R@50/100. This verifies that HetSGG effectively relieves the long-tail problem of the predicate class distribution by considering scene graphs as heterogeneous graphs. 2) It is important to note that for fair comparisons among various MPNN architectures (i.e., AMP of GPS-Net (Lin et al. 2020), AMP of BGN (Li et al. 2021), and RMP of HetSGG), we also compare with the version of GPS-Net to which bi-level sampling (Li et al. 2021) is applied (i.e., GPS-Net†). We observe that both HetSGG and HetSGG++, outperform GPS-Net† and BGN†, which demonstrates the superiority of RMP of HetSGG. In summary, these results imply that using the heterogeneous information inherent in scene graphs has more powerful predictive performance compared with the methods that utilize MPNNs based on homogeneous scene graphs.

Moreover, Figure 4 shows improvements of HetSGG over BGN per predicate class. The order of the predicates (i.e., x-axis) is sorted by the frequency of predicates in the training data. We observe that HetSGG generally achieves improvements on all head, body and tail predicate classes, while particularly showing great improvements on tail predicate classes. Similar results are shown in Figure 5. It is important to note that there is a clear trade-off between the head and tail performance as shown in existing studies (Chen et al. 2022; Desai et al. 2021; Li et al. 2021). However, since the predicates in head classes (e.g., on, has, of, in, etc) are less informative for generating meaningful scene graphs, it is important to achieve a high performance on tail classes. In this regard, HetSGG is superior to other baselines in that it outperforms baselines in terms of tail performance, while also maintaining a competitive head performance.

<table>
<thead>
<tr>
<th>Types</th>
<th>Model</th>
<th>SGCls</th>
<th>Type Inf. Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.H.A</td>
<td>HetSGG</td>
<td>17.2 / 18.7</td>
<td>76.5</td>
</tr>
<tr>
<td>P.H.A</td>
<td>HetSGG++</td>
<td>17.4 / 19.1</td>
<td>76.5</td>
</tr>
<tr>
<td>P.H.A</td>
<td>GPS-Net</td>
<td>15.9 / 18.2</td>
<td>76.5</td>
</tr>
<tr>
<td>P.H.A</td>
<td>BGN</td>
<td>18.2 / 19.4</td>
<td>76.5</td>
</tr>
</tbody>
</table>

Table 2: Analysis on the object types and the accuracy of the type inference module when different object types are defined: P-Product, H-Human, A-Animal, L-Landform.

Analysis on Object Types. In this section, we conduct the following two experiments, and show results in Table 2: i) To investigate the importance of accurate object type inference on the performance of HetSGG, we train HetSGG using the ground-truth object types (i.e., HetSGG++), and ii) To investigate the benefit of considering the object types in a more fine-grained manner, we add another object type, i.e., “Landform.” We have the following observations: 1) HetSGG++ consistently outperforms HetSGG. This implies that accurately inferring the object types is crucial, and that an advanced object detector can further improve HetSGG. 2) Comparing the performance of HetSGG++, we observe that considering four object types is superior to considering three object types. This implies that it is beneficial to consider the object types in a more fine-grained manner. 3) However, comparing the performance of HetSGGs, we observe that when the type inference accuracy is not high enough, the performance degrades when considering more types. This again demonstrates the importance of accurately inferring the object types.

Ablation Studies. i) On the relation type-specific weight matrices: To verify the importance of capturing the semantics of relations in the edge-wise and update node-wise update, we remove the relation type-specific weight matrices in each update. More specifically, in the edge-wise step, we replace the $W^{\phi}_{u,v}$ and $W^{\phi}_{v,u}$ with $W^{\phi}_{u,v}$ and $W^{\phi}_{v,u}$, respectively, which implies that we treat all the relation types equivalently (i.e., Edge $\phi$). Similarly, in the node-wise update step, we replace $W^{\phi}_{u,v}$ with $W^{\phi}_{u,v}$ and $W^{\phi}_{v,u}$ with $W^{\phi}_{u,v}$ and $W^{\phi}_{v,u}$, respectively (i.e., Node $\phi$). We have the following observations in Table 3: i) Adding the relation-specific weight matrix to either edge- and node-wise updates improves the
Table 3: Ablation study on $W_i$.

| # basis | $|T_E| = 9 (= 3^2)$ | $|T_E| = 16 (= 4^2)$ |
|---------|------------------|------------------|
| 4       | 17.2             | 17.2             |
| 8       | 18.7             | 18.2             |
| 12      | 17.6             | 17.6             |
| 16      | 18.2             | 17.6             |

Table 4: Analysis on the number of basis matrices $b$.

<table>
<thead>
<tr>
<th>Component</th>
<th>Metric</th>
<th>mR@100</th>
<th>R@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td>15.9</td>
<td>38.6</td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td>16.2</td>
<td>38.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>17.7</td>
<td>38.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>18.7</td>
<td>38.7</td>
</tr>
</tbody>
</table>

overall performance of HetSGG. 2) Considering the relations in both edge- and node-wise updates performs the best, which verifies the benefit of capturing relation-aware context for the SGG task.  

**i)** On the efficiency of shared basis matrices: To verify the efficiency of composing a relation type-specific projection matrix as a linear combination of shared basis matrices, we evaluate HetSGG over various number of basis (i.e., $b$) and relation types (i.e., $|T_E|$). Table 4 shows that even though $|T_E|$ increases from 9 to 16, the best performing number of basis matrices does not change, i.e., $b = 8$ performs the best. This implies that RMP efficiently captures the semantics of relations even with a small number of parameters. Hence, we argue that a further benefit of adopting the basis matrices is that the complexity is expected to remain practical even if the number of relation types increases.

**Qualitative Results.** To verify that HetSGG indeed captures the relation-aware context, we qualitatively compare scene graphs generated by BGNN (Li et al. 2021) and HetSGG for test images. We have the following observations: 1) Consider the triplet \( \langle \text{hand}, \text{of}, \text{boy} \rangle \) in Figure 6(a). We observe that BGNN generates an (incorrect) predicate, i.e., hold, even though it does not make sense for “Product” (hand) to hold “Human” (boy). On the other hand, since HetSGG considers the object types, it can avoid such irrational cases, and generate the correct predicate, i.e., of. 2) Consider the triplet \( \langle \text{tree}, \text{on}, \text{hill} \rangle \) in Figure 6(b). Although BGNN generates a correct prediction, i.e., on, it simply predicts all the predicates related to tree as on, which is the most frequently appearing predicate in the dataset. It is interesting to see that the prediction generated by HetSGG, i.e., growing on, though incorrect, is in fact more realistic. This again verifies that HetSGG generates predicates that appear less frequently in the dataset.

5.2 Open Images

**Dataset Details.** We closely follow the data processing and evaluation protocols of previous works (Kuznetsova et al. 2020a; Lin et al. 2020). After preprocessing, OF V6 has 301 object classes, and 31 predicate classes, and is split into 126,368 train images, 1,813 validation images, and 6,322 test images.

**Comparisons with State-of-the-Art Methods.** Table 5 demonstrates the experimental results in SGGGen task on Open Images V6. We have the following observations: 1) HetSGG and HetSGG++ show large improvements on mR@50 implying that the bias prediction problem is greatly alleviated by our proposed framework. 2) HetSGG and HetSGG++, show competitive performance on R@50 and weighted mAP (wmAP). Considering that R@50 and wmAP are metrics that contradict with the goal of addressing the long-tail problem, this implies that HetSGG alleviates the biased prediction problem, while also maintaining the performance on head classes.

<table>
<thead>
<tr>
<th>Model</th>
<th>mR@50</th>
<th>R@50</th>
<th>wmAP_rel</th>
<th>wmAP_phe</th>
<th>score_wd</th>
</tr>
</thead>
<tbody>
<tr>
<td>RelDN</td>
<td>37.2</td>
<td>75.3</td>
<td>32.2</td>
<td>33.4</td>
<td>42.0</td>
</tr>
<tr>
<td>VCTree</td>
<td>33.9</td>
<td>74.1</td>
<td>34.2</td>
<td>33.1</td>
<td>40.2</td>
</tr>
<tr>
<td>G-RCNN</td>
<td>34.0</td>
<td>74.5</td>
<td>33.2</td>
<td>34.2</td>
<td>41.8</td>
</tr>
<tr>
<td>Motifs</td>
<td>32.7</td>
<td>71.6</td>
<td>29.9</td>
<td>31.6</td>
<td>38.9</td>
</tr>
<tr>
<td>Unbiased</td>
<td>35.5</td>
<td>69.3</td>
<td>30.7</td>
<td>32.8</td>
<td>39.3</td>
</tr>
<tr>
<td>GPS-Net</td>
<td>38.9</td>
<td>74.7</td>
<td>32.8</td>
<td>33.9</td>
<td>41.6</td>
</tr>
<tr>
<td>BGNN</td>
<td>40.5</td>
<td>75.0</td>
<td>33.5</td>
<td>34.1</td>
<td>42.1</td>
</tr>
<tr>
<td>HetSGG†</td>
<td>42.7</td>
<td>76.8</td>
<td>34.6</td>
<td>35.5</td>
<td>43.3</td>
</tr>
<tr>
<td>HetSGG↑</td>
<td>43.2</td>
<td>74.8</td>
<td>33.5</td>
<td>34.5</td>
<td>42.2</td>
</tr>
</tbody>
</table>

Table 5: Results on Open Images V6 in SGGen task.

6 Conclusion

In this work, we proposed an unbiased heterogeneous scene graph generation framework, called HetSGG. We devised a novel MPNN architecture, called relation-aware message passing network (RMP), that captures the relation-aware context given the types of objects and associated predicates. By considering a scene graph as a heterogeneous graph, HetSGG alleviated the biased prediction problem incurred by the long-tail predicate class distribution. HetSGG is model-agnostic in that it can be adopted to any MPNN-based SGG methods. Through extensive experiments, we verified that HetSGG outperforms existing SGG methods and generates more realistic scene graphs.
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